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The Institute of Economic Affairs was at the forefront of 

promoting a wider understanding of the relationship between the 

money supply and infl ation at a time when virtually the whole of 

the British economics profession was either sceptical or hostile to 

monetarism. Eventually, the IEA succeeded in educating a genera-

tion of economists, commentators, opinion formers and policy-

makers. Now it is widely believed not only that infl ation is a 

monetary phenomenon, but that output and employment cannot 

be expanded, in anything other than the short term, by loosening 

monetary policy. The decision to make the Bank of England opera-

tionally independent, in May 1997, perhaps suggests that the IEA’s 

work in this fi eld is complete. 

But to take this view would be to exhibit a reckless degree of 

complacency, for two reasons. The fi rst is because fashions in 

economic opinion can change if correct and rigorous theories are 

not updated and explained in terms relevant to changed times. 

The second is because, while the basic, underlying, long-term rela-

tionship between money and infl ation is widely accepted, many 

aspects of monetary policy are not well understood. Arguably, it is 

for this reason, among others, that infl ation did not fall smoothly 

from the high levels of the 1970s to the lower levels of today, and 

it is also for this reason that there were booms and busts in asset 

prices and the real economy during the intervening 30 years. 

FOREWORD

In Hobart Paper 152, Tim Congdon argues that, on many occa-

sions in the last 30 years, policy-makers have taken their eyes off 

money supply growth. As a result, we have suffered booms and 

busts in asset prices and lapses in our record of reducing and then 

controlling infl ation. Congdon looks at several episodes in history, 

such as the Great Depression in the USA, the bubble of the late 

1980s in Japan and the subsequent malaise of weak demand in the 

1990s, and the Heath–Barber boom of the early 1970s in Britain. He 

concludes that in every case the underlying cause was a large fl uc-

tuation in the growth rate of the money supply, broadly defi ned to 

include all bank deposits. When broad money growth is too rapid, 

excess money leads to asset price gains and buoyant demand, and 

ultimately to infl ation. On the other hand, when broad money 

growth slows too abruptly (and particularly when broad money 

contracts), asset prices and demand weaken, and in due course 

infl ation moderates or is replaced by defl ation. 

Despite the widespread acceptance of the monetary explana-

tion of infl ation in general terms, the details of the transmission 

mechanism from money to the economy remain controversial. 

Congdon argues that in the UK poor understanding of the trans-

mission mechanism was responsible for mistakes in monetary 

policy in the late 1980s (in the so-called ‘Lawson boom’). These 

mistakes were similar to those in the Heath–Barber boom of the 

early 1970s. Largely because of violent swings in money supply 

growth, an asset price boom and subsequent infl ation were 

followed by a slump in asset prices and a recession. 

It is tempting to dismiss ideas about the relationship between 

the money supply and the economy as issues that should be 

discussed mainly by central bank technocrats and academics, 

as technical matters relevant only to those involved with the 
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minutiae of monetary policy in a world where most people are 

persuaded that infl ation is a monetary phenomenon. To do 

so would be very dangerous. Congdon’s message is relevant to 

fi nancial institutions that are making forecasts about the future 

direction of equity and bond markets. It is relevant to individuals 

trying to deal with ‘ups and downs’ in housing markets. Most of 

all, if Congdon is right, and if his message is not understood by 

policy-makers, there will be surges and slumps in infl ation as we 

have continually to relearn the lesson that money matters. Indeed, 

many argue that at least the scale of the Conservatives’ last three 

election defeats, if not their fact, can be explained by the misman-

agement of the economy between 1985 and 1992. Congdon argues 

that the dramatic increase in broad money growth in the late 

1980s and the plunge in broad money growth in the early 1990s, 

which refl ected mistakes in monetary policy, were the main causes 

of the boom–bust cycle. If the boom–bust cycle had been avoided, 

our recent political history might have looked rather different. 

Thus the issues raised in Hobart Paper 152 are of profound 

importance, not just to those involved with directing and 

commenting on economic policy, but also to a wider public, 

including those working in fi nancial markets and those who wish 

to understand recent political history. 

The views expressed in this Hobart Paper are, as in all IEA 

publications, those of the author and not those of the Institute 

(which has no corporate view), its managing trustees, Academic 

Advisory Council members or senior staff. 

p h i l i p  b o o t h

Editorial and Programme Director, Institute of Economic Affairs,

Professor of Insurance and Risk Management,

Sir John Cass Business School, City University

July 2005

• While most economists today accept that infl ation is a 

monetary phenomenon, there is still much dispute about 

the mechanism of transmission from monetary policy to 

infl ation and about the signifi cance of different measures of 

the quantity of money.

• These areas of dispute are extremely important in policy-

making. If appropriate measures of the money supply are not 

monitored and controlled, serious episodes of ‘boom and 

bust’ will arise.

• In the USA and to some extent the UK the quantity of broad 

money has been neglected in setting monetary policy in the 

last few years. Interest rates have been regarded not just as 

the main or even the only instrument of monetary policy, but 

as defi ning the stance of monetary policy.

• Fluctuations in the growth rate of broad money played a 

causal role in:

–  the UK’s boom–bust cycles of the 1970s and 1980s (i.e. 

the Heath–Barber boom and subsequent bust of the 

early 1970s, and the Lawson boom and ensuing recession 

between 1985 and 1992); 

–  the US’s Great Depression in the early 1930s; and 

–  the Japanese bubble in the 1980s and the macroeconomic 

malaise of the 1990s. 

SUMMARY
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• In the upswing phase of the Heath–Barber boom and the 

Lawson boom, the broad money holdings of non-bank 

fi nancial institutions rose explosively. This led directly to an 

asset price boom as institutions tried to adjust their money 

balances to the desired proportion of their total portfolios. 

• The US’s Great Depression was accompanied by a collapse 

in broad money and the Japanese asset price malaise of the 

1990s by stagnation in broad money.

• Because of the link between assets and goods markets, asset 

price booms play a major part in the development of general 

infl ation that inevitably follows a period of lax broad money 

growth. 

• Causality runs from money to asset prices and infl ation, not 

the other way round. In an analysis of the mechanisms at 

work it becomes clear that the quantity of broad money, but 

not of narrow money, can cause fi nancial institutions and 

companies to change their behaviour. In fact, the narrow 

money holdings of companies and fi nancial institutions are 

insignifi cant. 

• Theories that relate asset price booms to the volume of credit, 

or to bank lending, rather than to the quantity of money are 

misconceived. 

• The key variable for understanding and controlling periods of 

boom and bust is the growth of broad money. The behaviour 

of the quantity of broad money will remain fundamental to 

understanding the behaviour of asset prices and the general 

price level in market economies in the future.
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Table 2  Key facts about different sectors’ money holdings 

in the UK economy, 1964–2003 36

Table 3  Asset markets in the UK in 1994 42

Table 4  The insignifi cance of fi nancial institutions’ 

currency holdings 83

Table 5  Growth rates of different money concepts and 

private domestic demand in Japan, 1999–2003 105

Figure 1  The institutional ‘liquidity ratio’ in the UK, 

1973–2003 37

Figure 2  Money and national income, 1964–2003 57

Figure 3  Household and non-household money in the UK, 

1963–2003 59

Figure 4  Non-household money and asset prices, 1964–2004 60

Figure 5  The explosion in fi nancial institutions’ liquidity in 

the Heath–Barber boom 62

Figure 6  Growth of fi nancial sector money, before and after 

1985 66

Figure 7  Does Kaldor’s endogeneity thesis work in the 

fi nancial sector? 76

Figure 8  Stock prices and time deposits in the USA, 1920–35 93

TABLES AND FIGURES



m o n e y  a n d  a s s e t  p r i c e s  i n  b o o m  a n d  b u s t

14 15

Figure 9  Stock prices and the monetary base in the USA, 

1920–35 94

Figure 10  Money, and the boom and bust in the Japanese 

stock market, 1980–93 100

Figure 11  Composition of UK banks’ assets, levels, 1921–45 123

Figure 12  Composition of UK banks’ assets, 1921–45 124

Figure 13  National income and money, 1921–45 125

Figure 14  National income and bank lending, 1921–45 126

Figure 15  Money and demand in the UK, 1964–2002 137

The themes of this paper have been with me for my 35 years as 

an economist, fi rst as a student and then as a practitioner in the 

City of London and a visiting professor at two business schools. 

The paper’s central message is simple and has always seemed 

obvious to me. It is that fl uctuations in asset prices and economic 

activity must be related to, and can be largely explained by, more 

or less contemporaneous fl uctuations in a broadly defi ned, all-

inclusive measure of money. But aspects of the analysis are quite 

complex and have over the years generated immense controversy, 

particularly my insistence that only a broadly defi ned aggre-

gate can be relevant to the determination of asset prices (and so 

of national income). As the controversies have sharpened my 

thinking, I would like to thank a number of people for their contri-

bution to its development. 

I fi rst applied a naive theoretical understanding of monetary 

economics to the day-to-day reporting and interpretation of 

events as a journalist on The Times between 1973 and 1976, and 

am hugely grateful to Peter Jay, then the economics editor, and 

William Rees-Mogg (now Lord Rees-Mogg), then the editor, for 

their interest in my work. I developed parts of the argument as 

one of the economics partners of the stockbroker fi rm L. Messel 

& Co., and benefi ted from collaboration with Paul Turnbull, 

particularly in the introduction of the concept of ‘mortgage equity 

AUTHOR’S PREFACE
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 withdrawal’. In the late 1970s I got to know Terry Burns (now Lord 

Burns) and Alan (now Sir Alan) Budd at the London Business 

School, and we usefully discussed the impact of excess money on 

the prices of foreign goods and assets via the exchange rate. Later 

Dr Peter Warburton worked with me in creating a small econo-

metric model of the UK economy incorporating monetary varia-

bles. Together we forecast the main features of the ‘Lawson boom’ 

in 1987 and 1988, when virtually all other forecasting groups were 

hopelessly wrong. I founded a company, Lombard Street Research, 

in 1989 to analyse the relationships between money and the 

economy in greater depth. I was lucky there to have the support 

both of numerous clients and of several excellent colleagues, and 

I would particularly like to mention Simon Ward and Stewart 

Robertson. Simon and Stewart carried out most of the diffi cult 

back-room work on the Lombard Street Research model, and I am 

most grateful to them. The current chairman of Lombard Street 

Research, Professor Gordon Pepper, has challenged and improved 

my thinking, and again I must say ‘thank you’. Much of the work 

in this paper was carried out while I was engaged in a more ambi-

tious research project at Cardiff Business School. Richard Wild, 

now of the Offi ce of National Statistics, was my research assistant 

at Cardiff and helped me by preparing an index of asset prices, 

and again: ‘thank you’. I am also much obliged to my editor at the 

IEA, Professor Philip Booth, who asked some good questions, kept 

the study under control and made necessary changes. 

Over the years I have benefi ted from considerable interaction 

with academic economists. Professor Vicky Chick, Dr Walter Eltis, 

Professor Charles Goodhart and Professor David Laidler have 

commented on my pieces with sympathetic criticism, and I owe 

them a great deal. Professor Allan Meltzer disagrees with the main 

thesis of this paper, but I greatly valued his thoughts on it. Finally, 

may I say that some of the best criticism of my work in the last two 

years has come from Milton Friedman? He has taken time and 

trouble to fi nd weak links in the argument, and to point them out 

to me. My debt to him both for this, and as the background inspi-

ration for much of my work for over 30 years, will be obvious from 

the paper itself. However, my emphasis on the role of broad money 

in the determination of asset prices, and on the rather chaotic and 

highly institutional nature of the processes at work, now seems to 

me more Keynesian than monetarist in spirit. In effect the whole 

paper is an analysis of the empirical signifi cance of the specula-

tive demand for money. But in one respect Keynes was wrong and 

Friedman right. In the real world instability in the supply of money 

is a far more important cause of macroeconomic turbulence than 

instability in the demand for money. 

Of course, I alone am responsible for the contents of the paper 

and its remaining mistakes.
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How does money infl uence the economy? More exactly, how 

do changes in the level (or the rate of growth) of the quantity of 

money affect the values of key macroeconomic variables such as 

aggregate demand and the price level? As these are straightfor-

ward questions which have been asked for over four hundred 

years, economic theory ought by now to have given some reason-

ably defi nitive answers. But that is far from being the case. 

Most economists agree with the proposition that in the long 

run infl ation is ‘a monetary phenomenon’, in the sense that it is 

associated with faster increases in the quantity of money than in 

the quantity of goods and services produced. But they disagree 

about almost everything else in monetary economics, with partic-

ular uncertainty about the so-called ‘transmission mechanism’. 

The purpose of this monograph is to describe key aspects of the 

transmission mechanism from money, on the one hand, to asset 

prices and economic activity, on the other, in advanced indus-

trial economies with large fi nancial markets. The experience of 

the UK economy in the business cycles from the 1960s to today 

will be considered in most detail, with particular emphasis on 

the two pronounced boom–bust cycles in the early 1970s and the 

late 1980s. But two other episodes – the Great Depression in the 

USA from 1929 to 1933 and the prolonged malaise in the Japanese 

economy in the decade or so from 1992 – will also be discussed. 

1  MONEY AND EXPENDITURE IN THE 
TRANSMISSION MECHANISM
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A central theme will be the importance of the quantity of money, 

broadly defi ned to include nearly all bank deposits, in asset price 

determination. Narrow money measures are shown to be almost 

irrelevant to asset price determination in a modern economy. One 

chapter will rebut claims that ‘credit’ is relevant, by itself, to asset 

price determination and economic activity; it will argue that such 

claims, which have become surprisingly common in professional 

journals and central bank bulletins in recent years, are confused 

and misleading. In order better to locate the analysis in the wider 

debates, a discussion of the origins of certain key motivating ideas 

is necessary. 

Traditional accounts of the transmission mechanism

Irving Fisher of the University of Yale was the fi rst economist to 

set out, with rigorous statistical techniques, the facts of the rela-

tionship between money and the price level in his 1911 study, The 

Purchasing Power of Money. Fisher’s aim was to revive and defend 

the quantity theory of money. In his review of Fisher’s book for 

the Economic Journal, John Maynard Keynes was mostly friendly, 

but expressed some reservations. In his words, ‘The most serious 

defect in Professor Fisher’s doctrine is to be found in his account 

of the mode by which through transitional stages an infl ux of new 

money affects prices.’1 In the preface to the second edition, Fisher 

summarised Keynes’s criticism as being the claim that, although 

his ‘book shows that changes in the quantity of money do affect 

1 Elizabeth Johnson and Donald Moggridge (eds), The Collected Writings of John 
Maynard Keynes, vol. XI, Economic Articles and Correspondence (London and Bas-
ingstoke: Macmillan Press for the Royal Economic Society, 1983), p. 376. 

the price level’, it ‘does not show how they do so’.2 In other words, 

Keynes felt that Fisher had not provided a satisfactory version of 

the transmission mechanism. 

Fisher quickly responded to Keynes. In fact, he used the oppor-

tunity of the preface to the second edition of The Purchasing Power 

of Money to direct Keynes to pages 242–7 of another of his works, 

Elementary Principles of Economics, which had been published in 

1912 between the fi rst and second editions of The Purchasing Power. 

In those pages, entitled ‘An increase in money does not decrease 

its velocity’, Fisher noted that economic agents have a desired ratio 

of money to expenditure determined by ‘habit’ and ‘convenience’. 

If ‘some mysterious Santa Claus suddenly doubles the amount [of 

money] in the possession of each individual’, economic agents 

have excess money balances. They try to get rid of their excess 

money by increasing their purchases in the shops, leading to ‘a 

sudden briskness in trade’, rising prices and depleting stocks. It 

might appear that only a few days of high spending should enable 

people to reduce their money balances to the desired level, but ‘we 

must not forget that the only way in which the individual can get 

rid of his money is by handing it over to somebody else. Society 

is not rid of it’. To put it another way, the payments are being 

made within a closed circuit. It follows that, under Fisher’s ‘Santa 

Claus hypothesis’, the shopkeepers who receive the surplus cash 

‘will, in their turn, endeavour to get rid of it by purchasing goods 

for their business’. Therefore, ‘the effort to get rid of it and the 

consequent effect on prices will continue until prices have reached 

a suffi ciently high level’. The ‘suffi ciently high level’ is attained 

2 William J. Barber (ed.), The Works of Irving Fisher, vol. 4, The Purchasing Power of 
Money (London: Pickering & Chatto, 1997, originally published by Macmillan, 
New York, 1911), p. 27. 
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when prices and expenditure have risen so much that the original 

desired ratio of money to expenditure has been restored. Prices, as 

well as the quantity of money, will have doubled.3 

Three features of Fisher’s statement of the transmission mech-

anism in his Elementary Principles of Economics are: 

• the emphasis on the stability of the desired ratio of money to 

expenditure;

• the distinction between ‘the individual experiment’ (in which 

every money-holder tries to restore his own desired money/

expenditure ratio, given the price level, by changing his 

money balances) and ‘the market experiment’ (in which, with 

the quantity of money held by all individuals being given and 

hence invariant to the efforts of the individuals to change it, 

the price level must adjust to take them back to their desired 

money/expenditure ratios); and

• the lack of references to ‘the interest rate’ in agents’ 

adjustments of their expenditure to their money holdings.4 

These are also the hallmarks of several subsequent descrip-

tions of the transmission mechanism. In 1959 Milton Friedman 

– who became the leading exponent of the quantity theory in the 

3 Barber (ed.), Works of Fisher, vol. 5, Elementary Principles of Economics (London: 
Pickering & Chatto, 1997, originally published by Macmillan, New York, 1912), 
pp. 242–4. 

4 The analysis on pp. 242–7 of Elementary Principles is different from that in Chap-
ter 4 of Purchasing Power, even though Chapter 4 had ostensibly been on the same 
subject of ‘the transition period’ (i.e. the passage of events in the transmission 
mechanism). Chapter 4 of Purchasing Power is highly Wicksellian, with much dis-
cussion of the relationship between interest rates and the rate of price change, 
and then between real interest rates and credit demands. This Wicksellian strand 
was dropped in pp. 242–7 of Elementary Principles.

1960s and 1970s – made a statement to the US Congress about 

the relationship between money and the economy. He recalled 

Fisher’s themes. After emphasising the stability of agents’ prefer-

ences for money, he noted that ‘if individuals as a whole were to 

try to reduce the number of dollars they held, they could not all 

do so, they would simply be playing a game of musical chairs’. In 

response to a sudden increase in the quantity of money, expendi-

ture decisions would keep on being revised until the right balance 

between money and incomes had returned. While individuals may 

be ‘frustrated in their attempt to reduce the number of dollars 

they hold, they succeed in achieving an equivalent change in their 

position, for the rise in money income and in prices reduces the 

ratio of these balances to their income and also the real value of 

these balances’.5 Friedman has also emphasised throughout his 

career the superiority of monetary aggregates over interest rates 

as measures of monetary policy. 

The claim that, in a long-run equilibrium, the real value 

of agents’ money balances would not be altered by changes in 

the nominal quantity of money was also a central contention of 

Patinkin’s Money, Interest and Prices, the fi rst edition of which was 

published in 1955. Money, Interest and Prices exploited the distinc-

tion between the individual and market experiments in a detailed 

theoretical elaboration of what Patinkin termed ‘the real-balance 

effect’. In his view ‘a real-balance effect in the commodity markets 

is the sine qua non of monetary theory’.6 The real-balance effect 

5 See Milton Friedman, ‘Statement on monetary theory and policy’, given in con-
gressional hearings in 1959, reprinted on pp. 136–45 of R. James Ball and Peter 
Boyle (eds), Infl ation (Harmondsworth: Penguin, 1969). The quotations are from 
p. 141. 

6 Donald Patinkin, Money, Interest and Prices (New York: Harper & Row, 2nd edn, 
1965), p. 21. Keynes is sometimes said to be the originator of the idea of ‘real 
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can be viewed as the heart of the transmission mechanism from 

money to the economy. The real balance effect is discussed further 

in the Appendix (page 139).

Asset prices in the traditional accounts

Despite the lucidity of their descriptions of the transmission 

mechanism, the impact of Fisher, Friedman and Patinkin on 

the discussion of macroeconomic policy in the fi nal 40 years 

of the twentieth century was mixed. In the 1970s Friedman had 

great success in persuading governments and central banks that 

curbing the growth of the money supply was vital if they wanted 

to reduce infl ation. His theoretical work on money was contested, 

however, by other leading economists and did not command 

universal acceptance. By the 1990s the preponderance of academic 

work on monetary policy focused on interest rates, with the rela-

tionship between interest rates and the components of demand 

in a Keynes ian income-expenditure model attracting most atten-

tion.7 For example, when it was asked in 1999 by the Treasury 

 balances’, as he used the general idea in his 1923 book A Tract on Monetary Reform 
in a discussion of infl ation in revolutionary Russia in the early 1920s. Patinkin’s 
view on the importance of the real-balance effect seems to have changed in his 
later years. In an entry on ‘Real balances’ in the 1987 Palgrave he said: ‘the sig-
nifi cance of the real-balance effect is in the realm of macroeconomic theory and 
not policy’. (See John Eatwell et al. [eds], The New Palgrave: Money [London and 
Basingstoke: Macmillan, 1989, based on 1987 New Palgrave], p. 307.) See also the 
Appendix to this text.

7 In the autumn of 1995 The Journal of Economic Perspectives published a number of 
papers on the transmission mechanism of monetary policy. Not one of the papers 
focused on the real-balance effect as the heart of this mechanism. Indeed, despite 
Fisher’s and Friedman’s clear statements many years earlier, and Friedman’s and 
many others’ vast output on the empirical relationship between money and the 
economy, Bernanke and Gertler opined that ‘empirical analysis of the effects of 

Committee of the House of Commons for its views on the trans-

mission mechanism, the Bank of England prepared a paper in 

which ‘offi cial rates’ (i.e. short-term interest rates under the Bank’s 

control) infl uenced ‘market rates’, asset prices, expectations and 

confi dence, and the exchange rate, and these four variables then 

impacted on domestic demand and net external demand. In a 

twelve-page note it reached page ten before acknowledging that 

‘we have discussed how monetary policy changes affect output 

and infl ation, with barely a mention of the quantity of money’.8 

The links between money, in the sense of ‘the quantity of money’, 

and the economy were widely neglected or even forgotten. 

The relatively simple accounts of the transmission mechanism 

in Fisher’s Purchasing Power of Money and some of Friedman’s 

popular work were particularly vulnerable on one score. They 

concentrated on the relationship between money and expendi-

ture on the goods and services that constitute national income, 

but neglected the role of fi nancial assets and capital goods in the 

economy; they analysed the work that money performs in the fl ow 

of income and expenditure, but did not say how it fi ts into the 

numerous individual portfolios that represent a society’s stock of 

capital assets. As Keynes had highlighted in his Treatise on Money 

monetary policy has treated the monetary transmission mechanism as a “black 
box”’ (Ben Bernanke and Mark Gertler, ‘Inside the black box: the credit channel 
of monetary policy transmission’, Journal of Economic Perspectives [Minneapolis: 
American Economic Association, 1995], pp. 27–48. The quotation is from p. 27).

8 The Monetary Policy Committee of the Bank of England, The transmission mech-
anism of monetary policy (London: Bank of England, in response to suggestions 
by the Treasury Committee of the House of Commons, 1999), p. 10. The note 
is believed to have been written by John Vickers, the Bank’s chief economist at 
the time. See also Spencer Dale and Andrew G. Haldane, ‘Interest rates and the 
channels of monetary transmission: some sectoral estimates’ (London: Bank of 
England, Working Paper Series no. 18, 1993), for a description of the transmis-
sion mechanism in which the quantity of money plays no motivating role.
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(published in 1931), money is used in two classes of  transaction 

– those in goods, services and tangible capital assets (or ‘the 

industrial circulation’, as he called it), and those in fi nancial assets 

(‘the fi nancial circulation’).9 The need was therefore to refurbish 

monetary theory, so that money was located in an economy with 

capital assets and could affect asset prices as well as the price level 

of goods and services. Much of Friedman’s theoretical work for 

a professional audience was a response to this requirement. For 

example, in a 1964 paper written with Meiselman he contrasted 

a ‘credit’ view, in which monetary policy ‘impinges on a narrow 

and well-defi ned range of capital assets and a correspondingly 

narrow range of associated expenditures’, with a ‘monetary’ view, 

in which it ‘impinges on a much broader range of capital assets 

and correspondingly broader range of associated expenditures’.10

But most macroeconomists have remained more comfortable 

9 Johnson and Moggridge (eds), Collected Writings of Keynes, vol. V, A Treatise on 
Money: The Pure Theory of Money (London and Basingstoke: Macmillan Press for 
the Royal Economic Society, 1971, originally published 1930), ch. 15, ‘The indus-
trial circulation and the fi nancial circulation’, pp. 217–30. Keynes argued that ‘the 
industrial circulation . . .  will vary with . . .  the aggregate of money incomes, i.e., 
with the volume and cost of production of current output’ (p. 221), whereas ‘the 
fi nancial circulation is . . .  determined by quite a different set of considerations’ 
(p. 222). In his words, ‘the amount of business deposits . . .  required to look after 
fi nancial business depends – apart from possible variations in the velocity of 
these deposits – on the volume of trading × the average value of the instruments 
traded’ (also p. 222). Arguably, these remarks contained the germ of the later 
distinction between the transactions and speculative motives for holding money. 
In the discussion of the fi nancial circulation in A Treatise of Money, securities (i.e. 
equities and bonds) are the alternative to money; in the discussion of the specu-
lative demand to hold money in The General Theory bonds are the alternative to 
money. 

10 Friedman and David Meiselman, ‘The relative stability of monetary velocity 
and the investment multiplier in the United States, 1897–1958’, in Stabilization 
Policies (Englewood Cliffs, N J: Prentice Hall for the Commission on Money and 
Credit,1963), pp. 165–268. See, in particular, p. 217. 

with the notion that interest rates affect investment (and, at a 

further remove, the level of national income) than with the claim 

that the quantity of money has an empirically signifi cant and 

verifi able role in asset price determination (and that asset prices 

are fundamental to cyclical fl uctuations in national income). The 

purpose of this study is to challenge the dominant view; it is to 

show that money was crucial to asset price fl uctuations in the UK 

in the last four decades of the twentieth century, in the USA during 

the Great Depression and in Japan in the decade or so leading up 

to the 21st century.

The next chapter will present a monetary account of asset price 

determination, set in a UK context. It will abstract from institu-

tional complexities in order to convey the essence of the pro cesses 

at work; it will appeal to the fi rst two of the three distinctive 

features of the naive transmission mechanism discussed by Fisher 

in 1912 and Friedman in his 1959 congressional testimony, namely 

the stability of the relevant agents’ demand for money and the 

need to differentiate between the individual and market experi-

ments; and it will argue that these ideas are useful in the context 

of the fi nancial markets where asset prices are set, just as they are 

in the markets for the goods and services which enter consumer 

price indices. Of course, the real world is a complicated place, 

and agents’ preferences for money and other assets may change 

radically in a world of extreme asset price turbulence. Even so, 

Chapters 3 and 4 will contain a discussion of the asset price experi-

ences of three nations widely separated in space and time, and will 

demonstrate the relevance to all of them of the analytical approach 

adopted here. 



30 31

m o n e y  a n d  a s s e t  p r i c e s  i n  t h e  t r a n s m i s s i o n  m e c h a n i s m

Before relating money to asset prices, some remarks on the 

structure of wealth and ownership patterns are necessary. The 

focus here will be on the UK, since the UK had particularly severe 

asset price and macroeconomic instability in the late twentieth 

century, and receives most attention in this paper. Ample offi cial 

data on the UK’s wealth are available. The main constituents of 

the capital stock throughout the 40 years were residential houses, 

land and infrastructure, commercial property, and plant and 

equipment (including ships, planes and cars). Roughly speaking, 

the value of the assets was fi ve times that of national income. In 

the fi nal analysis all these assets were owned by people. But often 

they were registered in the names of companies and fi nancial insti-

tutions, and people owned claims on the companies in the form 

of directly held equities or bonds, and they owned claims on the 

fi nancial institutions by such means as insurance policies or unit 

trusts. For a variety of motives – for example, to achieve diversity 

in their asset portfolios, to enjoy the advantages of specialised 

investment management and to exploit favourable tax treatment 

– many households built up their assets through long-term savings 

products marketed by fi nancial institutions. 

Because of these patterns, the twentieth century saw a rise in 

the proportion of corporate equity quoted on the stock exchange 

in tandem with the institutionalisation of saving. As shown by 

2  MONEY AND ASSET PRICES IN THE 
TRANSMISSION MECHANISM 

Table 1, fi nancial institutions became the principal holders of UK 

quoted equities in the closing decades of the century.1 They also 

held substantial portfolios of commercial property and other 

assets, such as government and corporate bonds. 

Indeed, over most of the 40 years to the end of the century the 

institutions were so large that their activities were crucial in the 

determination of asset prices and particularly of share prices. In 

the USA and Japan fi nancial institutions also played a major role 

in asset price setting in the twentieth century, although a higher 

proportion of equities were registered in the hands of persons (so-

called ‘retail investors’) than in the UK. A key question arises from 

the institutions’ heavyweight role in asset markets. What was the 

signifi cance of money in their portfolio decisions? Is it sensible to 

view their attitudes towards their holdings of equities, and other 

assets, as being powerfully infl uenced by their money balances or 

not? 

1 Ted Doggett, ‘The 1989 Share Register Survey’, Economic Trends (London: HMSO 
for the Central Statistical Offi ce), January 1991, pp. 116–21.

Table 1 Benefi cial ownership of UK shares, 1963–89

 1963 1975 1989

Insurance companies 10.0 15.9 18.6
Pension funds 6.4 16.8 30.6
Unit trusts 1.3 4.1 5.9
Investment trusts and other OFIs 11.3 10.5 2.7
Total institutional  29.0 47.3 57.8

Source: Economic Trends, January 1991 issue, article on ‘The 1989 Share Register 
Survey’ 
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The monetary behaviour of the different sectors of the 
UK economy 

Fortunately, abundant information has been published on the 

money supply holdings of the different sectors of the UK economy. 

Following the Radcliffe Committee’s recommendation that more 

money supply statistics be compiled, the Bank of England and 

the Offi ce for National Statistics (formerly the Central Statistical 

Offi ce) have since 1963 collected information on the bank deposits 

held by various categories of UK agent. The three types of private 

sector agent tracked in the data are the personal (or ‘household’) 

sector, the corporate sector (known more technically as ‘industrial 

and commercial companies’ or ‘non-fi nancial companies’) and the 

fi nancial sector (also called ‘non-bank [or other] fi nancial institu-

tions’). Separately National Statistics has collected and published 

data on the asset holdings of the main types of fi nancial institu-

tion in the UK, including their short-term assets, such as bank 

deposits, also from 1963. Together the sectoral money supply 

numbers and the information on institutions’ portfolios represent 

a rich body of statistical material relevant to the process of asset 

price determination in the UK. 

Sterling money balances can be held by either the public or 

private sectors, and by either UK resident agents or non-residents. 

In practice little money was held by the UK’s public sector for most 

of the 40 years from 1963. It follows that sterling money balances 

had to be in the hands of UK private sector agents or in those of 

non-residents (mainly foreigners). If foreigners did not want to 

keep their money in sterling form (at the prevailing exchange rate 

and interest rates), they would try to offl oad their excess money 

on to UK private sector agents. As it happens, the relationship 

between domestic monetary policy and the exchange rate was a 

live and important topic for much of the 40-year period, which 

saw numerous currency crises. The central concern of this study, 

however, is the analysis of the macroeconomic consequences of 

excess or defi cient money in the UK private sector. The house-

holds, companies and fi nancial institutions comprising the UK 

private sector were, in fact, the exclusive holders of the ‘money’ 

which was offi cially recognised and measured in ‘the monetary 

aggregates’. 

A few words need to be said here about these aggregates. 

According to standard textbooks, money consists of assets with a 

fi xed nominal value which can be used in payment to settle debts. 

In primitive economies precious metals were often the dominant 

type of money, but today hardly any currencies have an explicit 

metallic base. Instead notes and coin have value because they 

are ‘legal tender’ (i.e. their nominal value is enforced by law). 

One aggregate – M0 – consists of notes and coin (‘cash’), plus 

banks’ cash reserves which are readily converted into notes. The 

larger part of the money supply, however, is represented by bank 

deposits. A deposit is money, because a depositor can give an 

instruction to his bank to transfer cash to a creditor and settle-

ment in this form is just as good as the use of cash. In fact, to pay 

by means of such instructions is often more convenient than to 

pay by cash. In the UK at the start of the 21st century the quantity 

of bank deposits was almost twenty times that of notes and coin. 

Deposits can themselves be categorised, with a common break-

down being between sight and time deposits. (Sight deposits are 

those that can be drawn without a notice period; time deposits 

can – in principle – only be drawn after a customer has given 

the banks some notice.) In the 1970s data were estimated for an 

aggregate (known as M1) which included notes, coin and sight 
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deposits. But nowadays such data are no longer offi cially prepared 

and most attention is instead given to a so-called ‘broad money 

measure’ (M4), which includes notes, coin and all bank deposits, 

including time deposits. Unless otherwise specifi ed, references to 

‘the quantity of money’ or ‘the money supply’ in a UK context are 

to be understood as references to the M4 aggregate. 

It follows – to resume the thread of the earlier discussion – that 

the households, companies and fi nancial institutions comprising 

the UK private sector were the exclusive holders of the M4 

quantity of money. It follows, further, that, for any given quantity 

of money, the more that was held by one sector, the less had to 

be held by the other two sectors. If the growth of aggregate M4 

was low and one sector acquired all the extra money, the money 

holdings of the other two sectors could not change; if, on the other 

hand, the growth of aggregate M4 was extremely high and one 

sector did not increase its holdings at all, the money holdings of 

the other two sectors had to expand rapidly. All economic agents 

try at all times to keep their money holdings in equilibrium with 

their incomes and wealth – they may not succeed at every single 

moment, but they try – and they keep on changing their expendi-

ture and portfolios until equilibrium is attained. The advantage of 

analysing the three sectors’ monetary behaviour is that it produces 

insights into these processes of adjustment. 

Table 2 on page 36 demonstrates, in a particularly striking 

way, clear and important differences between the sectors in the 

40-year period. The growth rate of fi nancial sector money was 

almost double that of the personal and corporate sectors. This 

refl ected both the long-run institutionalisation of saving already 

mentioned and radical fi nancial liberalisation. Particularly from 

the early 1970s, the effect of liberalisation was to enhance the 

competitiveness of non-bank fi nancial institutions relative to 

banks and other types of business organisation. They were able 

profi tably to expand both sides of their balance sheets, and hence 

their monetary assets, much faster than the quantity of money as 

a whole. The growth rate of fi nancial sector money was also char-

acterised by more pronounced volatility than that of other sectors’ 

money. The standard deviation of the growth rates of fi nancial 

sector money was four times that of personal sector money and 

markedly higher than that of corporate sector money. 

The contrast between the different sectors’ monetary behav-

iour is vital in understanding the transmission mechanism from 

money to the economy. Econometric work on the personal 

sector’s demand-for-money functions in the UK during this period 

routinely found it to be stable, in the sense that standard tests 

on the signifi cance of the relationship between personal sector 

money and a small number of other variables (including nominal 

incomes) were successful.2 Similar work on the demand to hold 

money balances by companies and fi nancial institutions gener-

ally failed.3 It would be a serious mistake, however, to believe that 

companies’ and fi nancial institutions’ monetary behaviour was so 

erratic as to be entirely unpredictable. 

In fact, the ratio of short-term or ‘liquid’ assets to total assets 

of life assurance companies and pension funds combined was 

2 Ryland Thomas, ‘The demand for M4: a sectoral analysis, part I – the personal 
sector’ (London: Bank of England, Working Paper Series no. 61, 1997); K. Alec 
Chrystal and L. Drake, ‘Personal sector money demand in the UK’, Oxford Eco-
nomic Papers (Oxford: Clarendon Press, 1997). 

3 Ryland Thomas, ‘The demand for M4: a sectoral analysis, part II – the company 
sector’ (London: Bank of England, Working Paper Series no. 62, 1997); K. Alec 
Chrystal, ‘Company sector money demand: new evidence on the existence of a 
stable long-run relationship for the UK’, Journal of Money, Credit and Banking 
(1994), vol. 26, pp. 479–94. 
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much the same at the start of the 21st century as it had been in 

the mid-1970s, even though their assets had climbed more than 50 

times4 (see Figure 1). 

Life assurance companies and pension funds were the two 

principal types of long-term savings institution in the UK in 

this period. Assets are ‘liquid’ if they can be quickly and cheaply 

converted into other assets. Bank deposits are an example of a 

liquid asset, but the institutions might, from time to time, also 

hold liquidity in assets such as short-dated Treasury or commer-

cial bills which are not money. Indeed, the long-run stability of 

the ratios of money and liquidity to the total assets held by the 

UK institutions in the fi nal three decades of the twentieth century 

was remarkable, given the wider economic turmoil and institu-

tional upheaval of those years. It is reasonable to propose that the 

stability of the institutions’ desired ratio of money to assets may 

serve the same purpose in a discussion of asset markets as Fisher’s 

4 See the author’s ‘Money and asset prices in the UK’s boom–bust cycles’, research 
papers in the May 2000 and June 2000 issues of Lombard Street Research’s 
Monthly Economic Review. (The papers are available from the author at  tim.
congdon@lombardstreetresearch.com.) 

stability of persons’ desired ratio of money to expenditure in a 

discussion of goods markets. 

The monetary behaviour of the fi nancial institutions 
and asset prices: an analytical sketch 

Given the long-run stability of the money/asset ratios in the UK’s 

leading fi nancial institutions, it is easy to sketch – in a simplifi ed 

way – a link between fi nancial sector money and asset prices. 

As already noted, a crucial feature of Fisher’s and Friedman’s 

Table 2  Key facts about different sectors’ money holdings in the UK 
economy, 1964–2003

 Mean increase, % Standard deviation of growth rates 

Personal sector 10.9 4.1
Corporate sector (or ‘ICCs’)  11.0 10.6
Financial sector (or ‘OFIs’) 18.3 15.7

Note: Table relates to annual changes, quarterly data, with the fi rst rate of change 
calculated in Q2 1964 (note that the differences in the ‘level’ series are often very 
different from the ‘changes’ series published by National Statistics, because of 
changes in population and defi nition)
Source: National Statistics database, updated to 22 February 2004

Figure 1 The institutional ‘liquidity ratio’ in the UK, 1973–2003
Ratio of liquid assets to total assets for life assurance companies
and pension funds combined, %

Sources: Financial Statistics (London: Office for National Statistics), various issues, and author’s
calculations
Note: Figure shows ratio of liquid assets to total assets at life assurance companies and pension funds
combined
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 descriptions of the transmission mechanism was that payments 

were being made within a closed circuit. As a result, if agents 

had excess money, individuals’ attempts to unload their excess 

balances by increased expenditure would not change the quantity 

of money. Spending and national income adjusted to the quantity 

of money, not the quantity of money to spending and national 

income. An analogous argument is readily presented in the case of 

fi nancial institutions in asset markets. 

To help in understanding the processes at work, a highly 

stylised ‘asset market’ may be assumed. It could be regarded as a 

naive characterisation of Keynes’s ‘fi nancial circulation’. Suppose 

that the UK’s fi nancial institutions are the only holders of and 

traders in UK equities (i.e. they operate within a closed circuit), 

that equities constitute all of their assets and that the stock 

of equities (i.e. the number of shares in issue) never changes. 

Suppose that – for whatever reason – the fi nancial institutions’ 

money balances jump sharply and that they have excess money. 

Whereas in the long run they try to keep their ratio of money 

to total assets at, say, 4 per cent, their money/assets ratio (or 

‘cash ratio’) now stands at 6 per cent. In terms of fi gures, they 

might have £60 billion of money and £1,000 billion of equities, 

whereas recently they had £40 billion of money and £1,000 

billion of equities. Each individual institution tries to get rid of 

its excess money by buying equities. But the purchase of equities 

by one institution is the sale by another. For all the institutions taken 

together, the assumptions ensure that the fl ow of purchases and sales 

cannot change the £60 billion of money in the system. No matter 

how frenetic the trading activity and no matter the keenness of 

particular fund managers to run down their cash, the aggregate 

£60 billion cannot rise or fall. The value of trading in equities in 

a year may be an enormous multiple of this £60 billion, but still 

the £60 billion cannot change. 

How, then, is the 4 per cent cash ratio restored? In one round 

of transactions the excess supply of money causes buyers to be 

more eager than the sellers and the price of equities edges up, 

perhaps by 10 per cent, so that the value of the stock of equities is 

£1,100 billion. The cash ratio falls to (£60 billion divided by £1,100 

billion), or just under 5.5 per cent. This is a movement towards the 

equilibrium 4 per cent ratio, but it is not enough. The institutions 

still hold ‘too much money’. In the next round of transactions the 

excess supply of money again causes buyers to be more eager than 

sellers and the price of equities moves upwards again, perhaps 

by 15 per cent. The value of equities rises to £1,265 billion and 

the cash ratio drops to about 4.75 per cent. And so on. In every 

round the value of the money balances stays at £60 billion. It does 

not change because – within the closed circuit assumed in the exercise 

– it cannot change. The return of the institutions’ cash ratio to the 

equilibrium 4 per cent is achieved, after so many rounds of trans-

actions, by a rise in the value of equities to £1,500 billion. The 

institutions’ asset values have adjusted to the amount of money 

they hold. It is a striking, but entirely realistic, feature of the 

example discussed that a rise in their money balances from £40 

billion to £60 billion (i.e. of only £20 billion) is associated with (or 

‘causes’) a rise in equity prices of £500 billion. The argument can 

be generalised freely. In the advanced economies of today, special-

ised fi nancial institutions are the characteristic holders of assets. 

It follows that, when they hold excess money, there is likely to be 

upward pressure on asset prices; conversely, when they have defi -

cient money balances, asset prices tend to fall. 
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Asset prices and economic activity 

The realism of the analytical sketch above is very much open to 

question, but its value for heuristic purposes will become clear 

as the discussion evolves. By contrast, the claim that asset prices 

are relevant to spending behaviour should not need an elaborate 

defence. It should be suffi cient to emphasise the ubiquity of arbit-

rage in asset markets and to note two kinds of linkage between 

asset markets and the rest of the economy. These linkages ensure 

that asset prices affect spending. 

Arbitrage is important, because it links the price of equities 

with the price of the tangible assets and goodwill to which they 

relate and, at a further remove, to the price of all fi nancial secur-

ities and all tangible assets. An excess supply of money may 

in the fi rst instance boost the price of existing equities traded 

on the stock exchange. But that induces new issuance by listed 

compan ies and the formation of new companies with a view to 

seeking a quotation. Commercial real estate illustrates the proc-

esses at work. In an asset price boom, real-estate companies may 

be traded on the stock exchange at a premium to the value of the 

buildings they own, where value is assessed by chartered surveyors 

calculating the discounted present value of future rents. Owners 

of commercial property therefore package their buildings in a 

corpor ate vehicle and try to sell these vehicles to fi nancial institu-

tions. The market price of all property is boosted by the ambitious 

stock market valuations. In a modern economy similar processes 

are at work for all assets. Further, arbitrage operates between 

different assets as well as between different forms of the same 

asset. If equities rise sharply in price, they may appear overvalued 

relative to commercial or residential property. The wide variety of 

wealth-holders found in a modern economy – including rich indi-

viduals and companies, as well as the large fi nancial institutions 

– may then sell equities and use the proceeds to buy property. 

The excess supply of money – the condition of ‘too much money 

chasing too few assets’ – has pervasive effects. 

Of course, the power of arbitrage to remove asset price anom-

alies relies on the ability to switch payments between different 

types of asset market. A key assumption in the analysis – that of a 

specialised asset market, which constitutes a closed circuit where 

certain asset prices are set – has to be relaxed. Instead agents 

compare prices in all asset markets, and sell overvalued assets 

in one market and buy undervalued assets in another. (Not only 

do they sell overvalued stocks to buy undervalued stocks and sell 

small-capitalisation stocks to buy big-capitalisation stocks and 

so on, but they also sell houses to buy shares and sell shares to 

buy houses.) Does that destroy the concept of a closed circuit of 

payments in which the ability of excess or defi cient money to alter 

asset prices depends on the quantity of money being a given? The 

short answer, in an economy without international transactions, 

is ‘not at all’.5

It is true, for example, that – if quoted equities become 

expens ive relative to unquoted companies of the same type 

– the owners of unquoted companies will fl oat them, which with-

draws money from the pool of institutional funds. Conversely, 

when quoted companies become cheap relative to ‘asset value’, 

5 Of course, every economy has international transactions. Such transactions rep-
resent another escape valve for an excess supply or demand for money balances, 
in accordance with the monetary approach to the balance of payments. But to 
discuss the possibilities would take the paper too far. In any case, the incorpor-
ation of ‘an overseas sector’ in data-sets on transactions in particular assets is 
conceptually straightforward (see Table 3 in the main text). The overseas sector’s 
transactions become entries in the capital account of the balance of payments. 
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Table 3 Asset markets in the UK in 1994

1 The market in quoted ordinary shares (equities) 
Net sellers of equities   Net buyers of equities 

 Amount sold,  Amount bought, 
 £m £m

Banks 393 Life assurance and  
Personal sector 679  pension funds 8,531
Industrial and   Remaining fi nancial 
 commercial companies  9,261  institutions 1,097
Public sector 3,646 Overseas sector 4,351
Sum of sales  Sum of purchases 
 by net sellers 13,979  by net buyers 13,979

Note: Each of the identifi ed types of equity market participant had substantial 
purchases and sales. The gross value of their transactions was a very high multiple of 
their net purchases and sales. Stock exchange turnover in UK and Irish listed equities 
was £577,526 million in 1994. (In 1994 the UK’s gross domestic product at market 
prices was about £670,000 million.) 
Source: Financial Statistics (London: Offi ce for National Statistics), June 1998 issue, 
Tables 8.2A and 6.3A 

2 The market in unquoted ordinary shares  
Net sellers of unquoted ordinary shares Net buyers of unquoted ordinary 
 shares

 Amount sold,  Amount bought, 
 £m  £m

Remaining fi nancial 3,430 Banks and  1,929
 institutions    building societies 
Public sector 726 Life assurance and 
Personal sector 1,890  pension funds 106
  Industrial and 
    commercial companies 694
  Overseas sector 3,317
Sum of sales  Sum of purchases 
 by net sellers 6,046  by net buyers 6,046

Note: Again, each of the different types of market participant would have had 
substantial purchases and sales, although gross turnover would have been much 
smaller than with quoted equities. Transactions would have included successful 
business people selling out to corporate entities.  
Source: Financial Statistics, June 1998, Table 8.2B   

3 The market in UK company bonds and preference shares 
Net sellers of bonds and prefs  Net buyers of bonds and prefs 

 Amount sold,  Amount bought, 
 £m £m

Remaining fi nancial  Banks and  
 institutions 10,378  building societies 2,312
Industrial and  Overseas sector 16,039
 commercial companies  7,215 Life assurance and 
Central government  2,276  pension funds 1,449
  Personal sector 69
Sum of sales  Sum of purchases 
 by net sellers 19,869  by net buyers 19,869

The sum of net sales and purchases was zero.  
Note: Again, each of the different types of market participant would have had 
substantial purchases and sales.  
Source: Financial Statistics, June 1998, Table 8.2C 

 entrepreneurs organise takeovers, which inject money back into 

the institutional pool. To the extent that one type of participant 

has been a net buyer and it has satisfi ed its purchases by drawing 

on its bank balances, its bank deposits (i.e. its money holdings) 

must fall. But the money balances of another type of agent must 

rise. In fact, it is possible to identify particular types of participant 

in asset markets, and to collect data on their purchases and sales. 

Table 3 gives data on the markets in UK quoted ordinary shares, 

UK unquoted ordinary shares, and UK bonds and preference 

shares in 1994.6 These markets might be thought of as belonging, 

archetypically, to Keynes’s ‘fi nancial circulation’. The net value of 

purchases and sales in a particular market, and indeed of all asset 

purchases and sales in the economy as a whole, is zero. But the 

6 The reader may ask, ‘Why 1994?’ The answer is that the data in Table 3 are no 
longer prepared – or, at any rate, they are no longer published – by the UK’s of-
fi cial statistical agency. 
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the value of a building was lower than the replacement cost, no 

investment would take place. Assets will continue to be bought 

and sold, and investments will be undertaken or suspended, until 

the market value of assets is brought into equivalence with their 

replacement value.8 Second, consumption is affected by changing 

levels of wealth. When asset price gains increase people’s wealth, 

they are inclined to spend more out of income.9

Another way of stating the wider theme is to emphasise that, 

in the real world, markets in goods and services and markets in 

assets interact constantly. Keynes’s two circulations – the ‘indus-

trial circulation’ and the ‘fi nancial circulation’ – are not separate.10 

8 The idea that investment adjusts until the market value of a capital asset equals 
the replacement cost is associated with James Tobin and ‘the Q ratio’, i.e. the 
ratio of market value of a fi rm’s capital to its replacement cost. See his article, ‘A 
general equilibrium approach to monetary theory’, Journal of Money, Credit and 
Banking (1969), vol. 1, pp. 15–29. But similar remarks have been made by many 
economists, including Friedman. See his ‘The lag in effect of monetary policy’, in 
Friedman, The Optimum Quantity of Money (London and Basingstoke: Macmil-
lan, 1969), pp. 237–60, reprinted from a paper in 1961 in The Journal of Political 
Economy, and, in particular, pp. 255–6. When an excess supply of money affects 
asset markets, the result is ‘to raise the prices of houses relative to the rents of 
dwelling units, or the cost of purchasing a car relative to the cost of renting one’, 
and so on. In Friedman’s view, ‘the process operates through the balance sheet, 
and it is plausible that balance-sheet adjustments are sluggish in the sense that 
individuals spread adjustments over a considerable period of time’ (p. 256). 

9 Numerous studies identify a relationship between wealth and consumption. See, 
for example, J. Byrne and E. P. Davis, ‘Disaggregate wealth and aggregate con-
sumption: an investigation of empirical relationships in the G7’, National Insti-
tute of Economic and Social Research Discussion Paper, no. 180 (London: National 
Institute, 2001). 

10 Keynes dropped the notions of separate industrial and fi nancial ‘circulations’ in 
The General Theory, preferring instead to analyse the demand for money in terms 
of different motives for a particular holder rather than in terms of different hold-
ers. ‘Money held for each of three purposes forms, nevertheless, a single pool, 
which the holder is under no necessity to segregate into . . .  water-tight compart-
ments.’ (Keynes, The General Theory of Employment, Interest and Money [London: 
Macmillan & Co., Papermac reprint 1964, originally published 1936], p. 195.) 

logically necessary equivalence of the value of purchases and sales 

does not mean that the prices of the assets bought and sold cannot 

change. In particular, prices change when all the agents partici-

pating in the numerous asset markets have excess or defi cient 

money holdings. The arena of payments – the closed circuit within 

which the transactions take place – becomes the entire economy.7 

What about the two kinds of infl uence of asset prices on 

spending on goods and services? First, investment in new capital 

items occurs when the market value of assets is above their 

replacement cost. If the value of an offi ce building was £10 million 

and it cost only £5 million to purchase the land and build it, it 

would obviously be profi table for an entrepreneur to organise 

the construction of the new offi ce building. On the other hand, if 

7 It is conceptually straightforward – although empirically very demanding – to ex-
pand the arena of payments, the closed circuit for transactions, so that it becomes 
the world economy. For small- and medium-sized economies the effect of differ-
ences in money growth rates on the exchange rate is an important element in the 
transmission mechanism from money to economic activity and the price level. In 
the UK policy debate in the 1970s and 1980s the relationship between money and 
the exchange rate was much noticed, and some economists even thought that the 
exchange rate was the key asset price infl uenced by money supply trends. The 
work of David Laidler and Michael Parkin at the Manchester Infl ation Work-
shop was infl uential in spreading so-called ‘international monetarism’. (See, for 
example, the papers in Michael Parkin and George Zis [eds], Infl ation in Open 
Economies [Manchester: University of Manchester Press, 1976].) The ideas were 
developed at the London Business School, with well-known papers from James 
Ball, Alan Budd and Terence Burns. (See, again, for example, James Ball and 
Terence Burns, ‘The infl ationary mechanism in the UK economy’, American Eco-
nomic Review [Nashville, TN: American Economic Association, 1976], vol. 66, pp. 
467–84.) One purpose of this study is to show that excess money growth in the 
UK affects not only the equilibrium sterling price of foreign assets (and foreign-
produced goods and services), but also the equilibrium sterling price of domestic 
assets. The view that exchange rate adjustment was the heart of the transmission 
mechanism was given too much prominence in the UK policy debate in the 1970s 
and 1980s. Exchange rate adjustment is a signifi cant part of the transmission 
mechanism, but only a part. 
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If excess money in the fi nancial sector causes asset price gains, 

agents of all kinds will be inclined to sell a portion of their assets 

and buy more goods and services (i.e. to spend a higher propor-

tion of their incomes). On the other hand, if defi cient money in 

the fi nancial sector causes asset price falls, agents will spend a 

lower proportion of their incomes on goods and services. The 

adequacy of money balances relative to a desired level, the direc-

tion of pressures on asset prices and wealth-infl uenced changes in 

the propensity to spend out of income should be seen as an indis-

soluble whole.11 

Before reviewing the realism of our account of money’s role 

in asset markets, a polemical note can be injected into the discus-

sion. In none of the above has a reference been made to ‘interest 

rates’. Agents have been adjusting their spending on goods and 

11 An implication is that the circular fl ow of income and expenditure – such a famil-
iar part of undergraduate macroeconomic courses – is misleading and un realistic 
when it is taken to imply that national income stays in line with national expendi-
ture unless autonomous injections of demand come from the government or over-
seas. Any agent can sell any asset, obtain a money balance and use the proceeds 
to buy a good or service that constitutes part of national output, and the purchase 
leads to increased national income and expenditure. Similarly, any agent can run 
down a money balance and buy a good or service, with the same effects. Assets 
differ from money in that the nominal value of money is given, whereas the nomi-
nal value of assets can vary without limit. The transactions involved in ‘mortgage 
equity withdrawal’ from the housing market – at present a topic of much interest 
– illustrate the merging of asset markets and markets in current goods and serv-
ices. Much research on this topic has been conducted at the Bank of England. See, 
for example, M. Davey, ‘Mortgage equity withdrawal and consumption’, Bank of 
England Quarterly Bulletin (London: Bank of England, 2001), spring 2001 issue, 
pp. 100–103. The author introduced the concept of  mortgage equity withdrawal 
to the analysis of personal sector spending in a paper written jointly with Paul 
Turnbull in 1982. (Tim Congdon and Paul Turnbull, ‘The coming boom in hous-
ing credit’, L. Messel & Co. research paper, June 1982, reprinted in Tim Congdon, 
Refl ections on Monetarism [Aldershot: Edward Elgar for the Institute of Economic 
Affairs, 1992], pp. 274–87.) 

services, and their asset portfolios, in response to excess or defi -

cient money, and the prices of goods, services and assets have been 

changing in order to bring agents back into ‘monetary equilib-

rium’ (i.e. a condition where the demand to hold money balances 

equals the supply of such balances). The Bank of England’s version 

of the transmission mechanism in its 1999 note to the Treasury 

Committee – like the innumerable other accounts in which 

interest rates do all the work – is far from being the only way of 

approaching the subject or a defi nitive statement of the matter. 

What about ‘the rate of interest’? 

A further point needs to be recognised. The lack of an explicit 

reference to ‘interest rates’ does not mean they are absent from 

the discussion. Indeed, they are present implicitly whenever the 

price of an asset is mentioned. If the expected income stream 

from an asset is given, its yield varies inversely with the price. If 

the yield – denoting the income return – is taken to be a similar 

expression to ‘the rate of interest’, the determination of the level 

of an asset price becomes equivalent to the determination of ‘the 

rate of interest’. This is most clear if the discussion is confi ned – as 

in some accounts of Keynes’s General Theory – to an economy with 

non-interest-bearing money and fi xed-interest bonds. In equilib-

rium the expected return from holding the bond just compensates 

the saver for the loss of the convenience associated with holding 

money. It follows that, if an existing equilibrium is disturbed by 

an increase in the quantity of money, the equilibrium bond price 

ought to rise and ‘the rate of interest’ to fall. The General Theory, 

macroeconomics textbooks and academic journals devote a 

huge amount of attention to a particular case where this normal 
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reaction is not found; they identify a possible perverse outcome 

– the celebrated ‘liquidity trap’ – in which ‘the rate of interest’ 

does not fall any further when the quantity of money increases. 

(The explanation is that investors fear a future capital loss from 

holding bonds at high prices and so are not prepared to drive 

them up further.) In a liquidity trap monetary policy appears 

to be ineffective. In The General Theory Keynes magnifi ed the 

trap’s importance, arguing that it might become a fatal fl aw of 

market capitalism and a powerful justifi cation for ‘a somewhat 

comprehensive socialisation of investment’.12 He did concede, 

however, that – when he was writing in the mid-1930s – he knew 

of no example of a liquidity trap in the real world. Professor Paul 

Krugman of Princeton University has claimed more recently that 

Japan suffered from a liquidity trap in the late 1990s, because its 

economy failed to achieve a convincing recovery when the Bank of 

Japan reduced its discount rate to zero.13

But Keynes’s presentation of the liquidity trap in The General 

Theory was a special argument about an economy with only two 

assets (i.e. money and bonds). A more realistic economy is replete 

with a highly diverse range of assets, many of which have quite 

different price dynamics from fi xed-interest bonds. Nowadays 

equities and real estate, both residential and commercial, are more 

important in most portfolios than bonds. It remains true that 

12 In a footnote to p. 309 of The General Theory Keynes quoted from Bagehot, ‘John 
Bull can stand many things, but he cannot stand 2 per cent.’ In the fi nal chapter 
he claimed that, since ‘it seems unlikely that the infl uence of banking policy on 
the rate of interest will be suffi cient by itself to determine an optimum rate of in-
vestment’, the state should undertake ‘a somewhat comprehensive socialisation 
of investment’ (Keynes, The General Theory, p. 378).

13 Paul Krugman, The Return of Depression Economics (London: Allen Lane for the 
Penguin Press, 1999), pp. 70–77. 

wealth-holders have to balance at the margin the relative attrac-

tions of money and these assets. As argued in earlier sections, the 

effect of an increase in the quantity of money is to cause several 

rounds of portfolio rebalancing, and to raise the equilibrium price 

of equities and real estate.14 With the dividend stream given, an 

increase in the price of equities is equivalent to a reduction in the 

dividend yield that they pay (or ‘the rate of interest’ on equities, if 

the reader prefers to put it like that); with the rental stream given, 

an increase in the price of real estate is equivalent to a reduction in 

the rental yield (‘the rate of interest’) on real estate; and so on. We 

can make similar statements about ‘the rate of interest’ on almost 

any asset we care to consider. To confi ne the discussion to ‘bonds’, 

and to ‘the rate of interest’ on bonds, is a gross misrepresentation. 

Many textbooks, infl uenced by The General Theory, suffer from 

this habit. They should have been rewritten decades ago.15

14 Note that this is only a partial and temporary equilibrium. After a jump in the 
quantity of money a rise in the price of equities may restore equilibrium between 
the quantity of money and the value of the equity market and real estate, but it 
may disturb a pre-existing equilibrium between, on the one hand, the market 
value of equities and real estate, and, on the other, the replacement cost of capital 
assets. Further decisions, and more rounds of adjustment, are then motivated, 
as agents try to restore equilibrium between the market value of assets and their 
replacement cost. Of course, in a general and complete equilibrium all the equilib-
rium conditions must be satisfi ed. 

15 A standard text – Macroeconomics by Dornbusch and Fischer – says, in a discus-
sion of the demand for money, ‘The wealth budget constraint in the assets mar-
kets states that the demand for real balances . . .  plus the demand for real bond 
holdings . . .  must add up to the real fi nancial wealth of the individual.’ So, ‘the 
decision to hold real money balances is also a decision to hold less real wealth 
in the form of bonds’ (Rudiger Dornbusch and Stanley Fischer, Macroeconomics 
[New York: McGraw-Hill, 6th edn, 1994], p. 103). Surprisingly, this  restriction of 
wealth to the sum of money and bonds follows shortly after an account of real-
world assets, which refers at some length to equities and housing. Keynes himself 
– although not apparently succeeding generations of textbook writers – under-
stood the dangerously specifi c way in which he talked of ‘the rate of  interest’ in 
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Further, the shift of focus towards equities as the dominant 

alternative asset to money generates an argument that makes the 

liquidity trap highly implausible. In our analytical sketch of the 

monetary determination of asset prices, it was clear that increases 

in fi nancial sector money raised the equilibrium level of equity 

prices. The impact on investment depended largely on the rela-

tionship between the market price of equities and the replacement 

cost of buildings, plant and equipment. In a world where the only 

two assets are money and equities, injections of extra money boost 

the market price of equities and reduce their equilibrium dividend 

yield. It is possible – as in an economy with only money and bonds 

– that the dividend yield falls to an unusually low level and that 

additional money injections cannot persuade investors to drive 

the dividend yield down further. Monetary policy would seem to 

be as ineffective as in a bond-dominated economy. 

But would that make sense? Notice what is being said here. 

It is being claimed that monetary policy cannot work because 

– although the dividend yield is low and equity prices are high 

– extra money will not push equity prices to even more ambitious 

levels. Another equilibrium condition has to be remembered, the 

need for the market price of equities to be equal to the replacement 

cost of buildings, plant and equipment. In almost any conceiv-

able real-world situation, a low dividend yield on equities (‘a bull 

The General Theory. In a footnote on p. 151 he remarked, ‘In my Treatise on Money 
. . .  I pointed out that when a company’s shares are quoted very high so that it 
can raise capital by issuing more shares on favourable terms, this has the same 
effect as if it could borrow at a low rate of interest’ (the quotation is from the 
1964 Macmillan Papermac edition of The General Theory). Whether one talks in 
terms of interest rates and asset yields, or in terms of the market value of assets in 
comparison with their economic value and replacement cost, is to some extent a 
matter of taste. 

market’, in more familiar parlance) implies that their market price 

is above replacement cost. This encourages people to order new 

capital goods and sell them for a profi t, and buoyant economic 

activity is indeed the characteristic accompaniment of equity bull 

markets. Keynes was wise to concede in The General Theory that 

he knew of no real-world example of a liquidity trap. Its plaus-

ibility depended on the rarefi ed assumption of an economy where 

the only two assets were money and bonds. A more realistic and 

sensible framework for the analysis of the relationship between 

money and asset prices is long overdue.16

The realism of the analytical sketch: what is the 
direction of causation? 

A central motif of the argument has been that spending and asset 

prices change in response to the quantity of money, not that the 

quantity of money responds to spending and asset prices. Many 

economists, however, dispute this view of the direction of causa-

tion. In an early critique of Friedman’s work, Kaldor claimed that 

the quantity of money was determined by national income rather 

than national income by the quantity of money.17

16 A good example of the contemporary neglect of the role of money in asset price 
determination is Schiller’s well-regarded Irrational Exuberance. The book analyses 
the stock market excesses of the late 1990s without a single reference to a mon-
etary aggregate. A few pages are devoted to the possible role of monetary policy 
in preventing bubbles, but monetary policy is reduced to ‘interest rate policies’ 
(see p. 225 of Robert J. Schiller, Irrational Exuberance [Princeton, NJ: Princeton 
University Press, 2000]).

17 Nicholas Kaldor, ‘The new monetarism’, Lloyds Bank Review (London: Lloyds 
Bank), July 1970 issue, pp. 1–17, reprinted on pp. 261–78 of Alan Walters (ed.), 
Money and Banking: Selected Readings (Harmondsworth: Penguin Education, 
1973). See, in particular, p. 268 in the book of papers edited by Walters. 
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In discussing Friedman’s demonstration of the historical 

stability of money’s velocity of circulation, Kaldor said that 

stable velocity had been maintained ‘only because . . .  the supply 

of money was unstable’. The explanation was that ‘in one way or 

another, an increased demand for money evoked an increase in 

supply’. The amount of money ‘accommodated’ to ‘the needs of 

trade’, possibly because the offi cial objective of ‘fi nancial stabilisa-

tion’ kept interest rates constant at a particular level or possibly 

because the central bank and the government wished to ensure 

‘an orderly market for government debt’. Kaldor’s remarks begged 

several new questions, as the description of money supply creation 

was rather unclear. A fair summary, however, is that he thought 

that – if agents had an excess supply of or demand for money 

– banks’ customers would talk to their bank managers, and take 

the necessary action to reduce or increase the size of their money 

balances and so restore it to the desired, equilibrium fi gure. If 

the customers had excess money, they would reduce their bank 

borrowings and contract the quantity of money; if their money 

balances were defi cient, they would increase their bank borrow-

ings and so create more money. The quantity of money would 

therefore be ‘endogenous’; it would react to ‘the needs of trade’ 

(i.e. national income), not the other way round. 

Similar statements have also been made about the relation-

ship between fi nancial sector money and asset prices. It is said 

that if agents’ money holdings are out of kilter with the rest of 

their portfolios they can easily change the quantity of money 

without any effect on asset prices or other macroeconomic vari-

ables. Some of the most forthright such statements have come 

from Minford. One example appeared in a 1996 paper from the 

Liverpool Research Group. In Minford’s words, 

How much is held on deposit depends on investors; and 

whether they hold these deposits in banks, building societies 

or other close competitors will depend on their relative 

terms – interest rates and service. However much you 

change the defi nition of money it will be a volatile quantity, 

as depositors switch from markets to cash and between 

institutions inside and outside the defi nitions.18

In short, according to this thesis, if agents have excess money, 

they as individuals try to get rid of the surplus balances by switching 

to a close alternative asset, and the consequence of all these 

attempts is to reduce the quantity of money in the aggregate and 

thereby eliminate the excess money. Indeed, Minford has made 

statements about asset portfolios that imply they can be restruc-

tured or reorganised to any extent, and yet still make no difference 

to macroeconomic outcomes. In his words, ‘There is literally an 

infi nite number of asset-liability combinations in which the private 

sector can hold its savings; and each is as good as the other from 

its viewpoint.’ In his book on The Supply Side Revolution in Britain 

he exemplifi ed the argument by a reference to unit trusts. In his 

words, the formation of a new unit trust may have the result that 

. . .  there are more private sector assets and liabilities; but 

savings are the same and so are interest rates. As a result 

nothing has changed to make people want to spend more 

or do anything differently. All that has happened is a 

reshuffl ing of balance sheets.19

18 Patrick Minford, paper from Liverpool Research Group, summer 1996. The 
passage was discussed in Tim Congdon, ‘An open letter to Professor Patrick 
Minford’, Monthly Economic Review (London: Gerrard & National, July 1996), 
pp. 3–12.

19 Patrick Minford, The Supply Side Revolution in Britain (Aldershot: Edward Elgar 
for the Institute of Economic Affairs), p. 70. 
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By extension, if banks add to their balance sheets by making 

new loans or purchasing securities, the resulting increase in 

their deposit liabilities (i.e. in the quantity of money) does not 

cause people to want ‘to spend more or do anything differ-

ently’. The extra assets and liabilities cancel out, and net 

wealth is unchanged. According to Minford, the increase in 

bank deposits therefore has no relevance to other macroeco-

nomic variables. 

To summarise, the Minford argument has two parts. The 

fi rst part says that, as fi nancial institutions’ assets and liabilities 

must be equal, their net wealth is always nil and cannot at any 

time be relevant to expenditure. The second asserts the infi nite 

plasticity of balance sheets, that any transaction – ‘reshuffl ing’ to 

use his term – may alter the composition of the balance sheet, but 

changes in composition are irrelevant to the wider economy. Any 

consequences are contained within the fi nancial system, and so 

have no bearing on ‘savings’ and ‘the interest rate’, which – in the 

Minford scheme – evidently do matter. 

The Minford argument is discussed in some detail in this 

study, because it has had considerable infl uence on UK policy-

making. Minford has used it to challenge the macroeconomic 

signifi cance of broadly defi ned money measures, and he is the 

leading exponent in the UK of the view that narrowly defi ned 

money measures (such as M0) are crucial to the economy’s 

behaviour. Sir Alan Walters, who was economic adviser to 

Mrs Thatcher when she was prime minister in the 1980s, also 

belongs to what might be termed ‘the narrow money school’. 

In his Britain’s Economic Renaissance he proposed a defi nition 

of money in which the use of money in retail transactions 

was highlighted. But his preference is for a somewhat wider 

measure (i.e. M1, including what he terms ‘checkable accounts’) 

than Minford.20 

A factual and statistical account of historical episodes char-

acterised by large asset price movements may throw light on the 

validity of the arguments from Kaldor and the narrow-money 

school, and help to settle the debate about the direction of causa-

tion. That is the work of the next two chapters. 

20 Alan Walters, Britain’s Economic Renaissance (Oxford: Oxford University Press, 
1986), pp. 116–17. 
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The causal role of money growth fl uctuations in asset price 

volatility may be better appreciated by recalling the experience 

of two particularly big cycles in the UK, that between late 1971 

and 1974 (‘the Heath–Barber boom’ and the stock market and 

property crashes of 1974) and that between 1985 and 1992 (‘the 

Lawson boom’ and the ensuing recession), and by reviewing the 

events of a more recent and fortunately much milder cyclical 

episode (the mini-boom of 1996–98). The economy’s instability 

in the Heath–Barber and Lawson booms was notorious, and 

contrasts with relative stability in most of the other 40 years 

from 1963. 

An overview of the main facts about money growth and the 

economy in this 40-year period may be a helpful preface to the 

detailed narrative. In the fi rst 25 years after World War II, UK 

policy-makers had suppressed infl ation by a variety of non-market 

methods, including direct controls on prices and wages. In the 

monetary sphere the favoured approach was to curb the growth 

of bank balance sheets, usually by a crude quantitative limit on 

bank advances. But in September 1971 the banking system was 

liberalised in a set of reforms known as ‘Competition and Credit 

Control’. The banks were to be free to expand their businesses 

as they wished, while ‘the authorities’ (i.e. the government and 

the Bank of England) would raise interest rates to prevent exces-

3  MONEY AND ASSET PRICES IN THE 
UK’S BOOM–BUST CYCLES

sive money supply expansion. In practice offi cialdom was often 

reluctant to administer the interest rate medicine and credit 

booms continued for far too long. The September 1971 reforms 

were followed by over twenty years of macroeconomic volatility, 

with large fl uctuations in the growth of bank credit and money, 

even more dramatic swings in asset prices, and somewhat smaller 

fl uctuations in the growth of nominal national income. Figure 2 

portrays the growth rates of money and nominal gross domestic 

product in the 40 years to 2003, with the turbulence of the middle 

two decades being evident in both series. 

Chapter 2 noted that the different sectors of the economy 

Figure 2 Money and national income, 1964–2003
Annual % changes in M4 and GDP at current market prices,
quarterly data seasonally adjusted, %

Source: Office for National Statistics website
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– households, companies and fi nancial institutions – displayed 

different monetary behaviours. More precisely, households’ 

demand for money was markedly more stable than that of the 

other two sectors, with the standard deviation of the growth 

rates of fi nancial sector money being four times that of house-

hold money and signifi cantly higher than that of corporate sector 

money. Figure 3 illustrates this contrast, showing the growth rates 

of household and non-household money during the 40 years. A 

remarkable feature is that the annualised growth rate of non-

household money exceeded 30 per cent in no fewer than twelve 

quarters.1 Monetary economics has many problematic aspects, but 

it should have been obvious to all policy-makers that something 

had gone wrong in an economy where the money balances of key 

groups of agents were exploding at this sort of rate. Figure 4 gives 

the growth rates of non-household money and an index of asset 

prices in the same period. (The method of compiling the asset 

price index is explained in an annexe to Chapter 6.) Asset prices 

were more volatile than either money or nominal GDP over the 

four decades, but the relationship between changes in non-house-

hold money and asset prices was not of markedly worse quality 

than that between changes in more familiar monetary variables 

and nominal GDP. 

1 The twelve quarters were Q3 1967, Q3 1972, Q4 1972, Q1 1973, Q3 1973, Q4 1977, 
Q1 1978, Q2 1981, Q1 1986, Q3 1986, Q1 1987 and Q3 1987. With two exceptions, 
all these quarters coincided with extreme asset price buoyancy. (The exceptions 
were Q3 1967, which was affected by the devaluation of the pound, and Q2 1981.) 

Financial sector money and asset prices in the Heath–
Barber boom

The fi rst of the boom–bust cycles is usually named after Edward 

Heath, who was prime minister at the time, and Anthony Barber, 

who was Chancellor of the Exchequer. As already noted, the 

Competition and Credit Control reforms of September 1971 were 

intended to end quantitative restrictions on bank credit, which 

had been in force for most of the preceding 30 years. Rapid growth 

in bank credit and, hence, in a broadly defi ned measure of money 

followed in 1972 and 1973. In the year to the third quarter 1970 M4 

increased by 10.7 per cent and in the year to Q3 1971 it increased 

Figure 3 Household and non-household money in the UK, 1963–2003
Annualised growth rate in quarter, %

Sources: Office for National Statistics website and author’s calculations
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by 14.1 per cent. In the following two years M4 advanced by 22.0 

per cent and 23.0 per cent respectively.2 The difference in the 

monetary behaviours of the economy’s sectors was particularly 

clear in the cycle of the early 1970s. In the year to Q3 1970 personal 

sector money increased by 11.5 per cent and in the year to Q3 

1972 by 13.7 per cent, both fi gures being roughly in line with total 

2 Economic Trends: Annual Supplement (London: National Statistics, 2002 edn), p. 
245. The data on changes in the sectors’ money balances in the following para-
graphs come from the database in the National Statistics website, as it was in the 
spring of 2004.

M4 growth. But in the next two years the underlying stability of 

personal sector money meant that it did not increase by as much 

as total M4, and it rose by 16.3 per cent and 18.5 per cent respec-

tively.

Recalling the discussion in Chapter 2, the households, 

compan ies and fi nancial institutions comprising the UK private 

sector were the only holders of M4 money. For any given quantity 

of money, the less that was held by one sector, the more that 

had to be held by the other two sectors. Logically, the shortfall 

in personal sector money growth in 1972 and 1973 implied an 

extremely sharp acceleration in the growth rates of corporate and 

fi nancial sector money. In the years to Q3 1970 and Q3 1971 corpo-

rate sector money grew by 2.7 per cent and 22.2 per cent respec-

tively; in the year to Q3 1972 it soared by 48.2 per cent and in the 

year to Q3 1973 by 39.2 per cent. The violence of the change in 

corporate balance sheets between the two years before the boom 

and the two years of the boom itself is obvious. It was, however, 

overshadowed by even more extreme movements in fi nancial 

sector money. In the year to Q3 1970 fi nancial sector money 

increased by 22.8 per cent and in the following year it fell slightly, 

by 1.3 per cent. But in the year to Q3 1972 it jumped by 75.0 per 

cent and in the year to Q3 1973 by 46.0 per cent! 

Further insights are gained by extending the analysis to 

particular types of institution and seeing how they responded to 

the money supply shock. Friedman’s game of musical chairs – as 

agents interacted to bring money balances to a desired amount 

after an unexpected change to such balances – was played at 

the level of the thousands of organisations that belonged to the 

fi nancial sector, as well as at the level of the three sectors that 

constituted the UK private sector. At the end of 1971 life  assurance 

Figure 4 Non-household money and asset prices, 1964–2004
Annual changes in M4 held by companies and financial institutions
(i.e., non-households) and an asset price index, quarterly data, %

Sources: Office for National Statistics website and author’s calculations for non-household money
and see appendix
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companies had short-term assets (mostly bank deposits) of £349 

million. In 1972 these short-term assets leapt by £202.3 million 

(by 58.0 per cent) and in 1973 by a further £201.1 million (36.5 per 

cent). At the end of 1971 private sector pension funds had short-

term assets of £144 million. In 1972 they increased by £74.0 million 

(51.4 per cent) and in 1973 by another £170.3 million (almost 80 

per cent!).3

What happened to asset prices? At the time corporate bonds 

3 Financial Statistics (London: Central Statistical Offi ce), December 1974 issue, pp. 
89 and 93. 

and government fi xed-interest securities (or ‘gilts’) were a large 

part of life company and pension fund assets, but some observers 

were concerned that high money supply growth would lead to 

infl ation and higher interest rates, and that higher interest rates 

would decimate the value of bonds and gilts. (These observers 

– such as Professor Alan Day of the London School of Economics, 

Peter Jay of The Times and Gordon Pepper of W. Greenwell & 

Co., the stockbrokers – were correct.) The institutions there-

fore wanted to increase their equity weightings (i.e. the propor-

tion of their total assets in equities) while their money balances 

were exploding at annual rates of between 30 and 80 per cent. 

As suggested in the analytical sketch above, the individual fund 

managers wanted to keep their cash ratios down, but if they 

bought securities they would be buying them mostly from other 

institutions. To use Minford’s word, the money would be ‘reshuf-

fl ed’ between them. But they would continue to have excess 

money holdings until share prices had increased. In practice stock 

exchange turnover soared and share prices rose dramatically. The 

FT Industrial Ordinary Index of shares climbed from 322.8 (1 July 

1935 = 100) in May 1971 to 533.7 a year later, an increase of 65.3 per 

cent.4

Unfortunately, that was not the end of the story. The early 

1970s were a period of considerable political and social uncer-

tainty, and share prices were constrained by heavy selling by the 

personal sector. May 1972 was the stock market peak. Asset price 

buoyancy in the rest of 1972 and during 1973 was instead most 

marked in property. Both residential and commercial property 

registered enormous price increases, at a pace never before 

4 The fi gures for the FT Industrial Ordinary Index are monthly averages. 

Figure 5 The explosion in financial institutions’ liquidity in the
Heath–Barber boom
Value of short-term assets held by life offices and pension funds at
end-year, £m

Source: Financial Statistics (London: Central Statistical Office), various issues
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recorded in the UK’s peacetime history. The economy as a whole 

was profoundly affected. The increase in real domestic demand 

in 1973 was 7.8 per cent, almost the highest fi gure in the post-war 

period. The sequel to the cyclical excesses was a dramatic rise in 

infl ation (to over 25 per cent in early 1975) and the worst reces-

sion since the 1930s, as policy-makers struggled to bring infl ation 

down to an internationally acceptable fi gure.

One cause of the slide in activity was a severe squeeze on 

company liquidity in 1974, which was a by-product of a decline in 

aggregate money supply growth. In the year to the end of 1973, M4 

rose by 22.1 per cent, but in the year to end-1974 it increased much 

more slowly, by only 10.8 per cent. The swing from monetary 

ease to restraint can be seen as more abrupt if one considers the 

infl ation-adjusted rate of money growth, because infl ation was 

higher in 1974 than in 1973. Corporate and fi nancial sector money 

saw more extreme movements than aggregate money in the 

downturn, in line with the long-run behaviour patterns and just 

as they had in the upturn. In the year to Q4 1973 fi nancial sector 

money advanced by 35.1 per cent; in the fi rst three quarters of 1974 

it contracted. Share prices started to fall in late 1973 and plunged 

in 1974, with the FT Industrial Ordinary Index in November at 

little more than a third of its value in May 1972. Corporate sector 

money climbed by over a third in the year to Q4 1973, but declined 

by almost a tenth in the year to Q4 1974. Companies’ attempts to 

protect their balance sheets were responsible for heavy run-downs 

in stocks and cutbacks in investment, while commercial property 

values slumped. 

Financial sector money and asset prices in the Lawson 
boom 

After the recession of 1980 and 1981, the early 1980s were a fairly 

quiet period in which output grew at a rate that was slightly above 

trend, infl ation was stable at about 5 per cent a year, employment 

increased gradually and asset markets were steady. But in late 

1985 a drastic change in monetary policy occurred, comparable 

in its cyclical consequences to Competition and Credit Control 

in 1971. The growth of the quantity of money had been held back 

in the early 1980s partly by a technique known as ‘over-funding’. 

This involved sales of government debt to non-banks in excess 

of the budget defi cit, and led to reductions in banks’ assets and 

their deposit liabilities. For technical reasons apparently related 

to money market management, over-funding was stopped in 

the autumn of 1985. Broad money targets were suspended and, 

in due course, they were to be abandoned. An acceleration of 

money supply growth quickly became clear. Whereas M4 growth 

averaged 13.0 per cent in the four years to end-1985, it averaged 

16.9 per cent in the following four years.5

The contrast in monetary conditions before and after autumn 

1985 was in fact greater than implied by this 4-per-cent-a-year 

difference in the annual growth rates. A big fall in oil prices cut 

UK infl ation in 1986 and dampened infl ation expectations. The 

increase in personal incomes remained fairly steady in 1986 and 

1987, and the rise in the personal sector’s money holdings was 

more or less constant – at a little above 11.5 per cent a year – from 

1983 to 1987. The result – as in the Heath–Barber boom – was that 

the upturn in aggregate M4 growth led to an explosion in the 

5 Economic Trends: Annual Supplement, 2002 edn, p. 245.
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money holdings of companies and fi nancial institutions. In the 

four years to 1985 companies’ M4 holdings grew on average by 11.6 

per cent; in 1986 and 1987 they increased by 30.3 per cent and 19.2 

per cent respectively. Financial institutions were in a somewhat 

different position, because a sequence of liberalisation measures 

had encouraged their rapid growth in the early 1980s, and much 

of this growth is best interpreted as a benign, once-and-for-all 

adjustment in their economic importance. The average growth 

rate of fi nancial institutions’ money holdings in the fi ve years 

from 1980 to 1984 inclusive was a very high 24.8 per cent. Even so, 

in the next fi ve years – the years of the Lawson boom – the average 

growth rate was about 10 per cent a year more, at 34.4 per cent 

(see Figure 6). 

The upturn in the growth rate of non-personal money holdings 

was particularly marked in 1986 and 1987. Indeed, in 1987 fi nan-

cial institutions’ money holdings jumped by 58.9 per cent, a fi gure 

that was comparable with their experience in the Heath–Barber 

boom fi fteen years earlier. Again it is easy to trace a relation-

ship between the money balances held by the fi nancial sector as 

a whole and those held by particular types of institution. At the 

end of 1985 life assurance companies had £3,262 million held in 

‘cash and balances with the monetary sector’ and £123 million 

held in certifi cates of deposit (CD); at the end of 1986 the corre-

sponding fi gures were £4,062 million and £173 million; and at 

the end of 1987 they were £5,975 million and £188 million.6 At the 

end of 1985 pension funds had £3,970 million held in ‘cash and 

balances with banks’ and £156 million in CDs; at the end of 1986 

the corresponding fi gures were £5,697 million and £229 million; 

and at the end of 1987 they were £8,263 million and £570 million.7 

So the money balances of these two types of institution together 

advanced from £7,511 million at the end of 1985 to £10,161 million 

at the end of 1986 (or by 35.3 per cent) and to £14,996 million at 

the end of 1987 (representing 47.6 per cent growth in 1987). In two 

years they almost exactly doubled, while fi nancial sector money in 

aggregate increased by 104 per cent. 

And what happened to asset prices in this cycle? Table 1 showed 

that by the late 1980s insurance companies and pension funds 

owned about half of all UK equities, while other types of long-term 

6 Financial Statistics (London: Central Statistical Offi ce), July 1987 and April 1989 
issues, Table 7.13 in both issues. 

7 Ibid., Table 7.14 in both issues. 

Figure 6 Growth of financial sector money, before and after 1985
Annual change in M4 held by non-bank financial institutions, %

Source: Office for National Statistics website
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savings institution (unit trust groups and investment trusts) held 

at least another 10 per cent. It is therefore unsurprising that the 

surge in these institutions’ money holdings should be associated 

with large stock market gains. In the two years to September 1987 

– which, roughly speaking, were the fi rst two years from the end 

of over-funding and the consequent acceleration in money supply 

growth – the FT All Share Index rose from 633.18 to 1,174.38. In 

other words, share prices doubled. Share prices behaved much 

like fi nancial sector money, and life company and pension fund 

money, in the same period. It is true that an abrupt fall in share 

prices in late October 1987 prompted comparisons with the Great 

Crash in the USA in the late 1920s, with several alarming forecasts 

being made of an impending slump in economic activity. An alter-

native view – that the stock market fall of October 1987 was due to 

market participants’ anticipation of future infl ation trouble – is, 

however, also tenable. If so, the likely sequel would be attempts 

to move portfolios away from equities and into property. In fact, 

the late 1980s were a period of rapid property appreciation, with 

1988 seeing the peak of the house price increases and a commer-

cial property bubble.8

 The response of the economy to asset price gains had many 

similarities to the events of the Heath–Barber boom. The fore-

casts of a recession in 1988 were totally wrong. Domestic demand, 

measured in real terms, grew by 5.0 per cent in 1986 and 5.3 

per cent in 1987; it then jumped by 7.9 per cent in 1988, roughly 

8 Rising infl ation would lead to rising interest rates. A recurrent feature of invest-
ment cycles seems to be that this anticipation of higher interest rates worries 
investors in equities (many of them sophisticated institutions) earlier than inves-
tors in property (many of them naive individuals). Property is often regarded 
as a good diversifi er of investment portfolios because property returns are not 
correlated with equity returns. 

matching the 1973 experience. In mid-1988 particularly large trade 

defi cits were reported. Offi cialdom began to realise that the boom 

in spending was out of line with the economy’s ability to produce. 

The boom caused a sharp fall in unemployment, and asset price 

infl ation spread to markets in goods and services. Interest rates 

were raised sharply in late 1988 and 1989, with clearing bank base 

rates reaching 15 per cent on 5 October 1989. Higher interest rates 

dampened the growth of bank credit and money.9

The monetary data give insights into the balance-sheet strains 

of the period. As in 1974, money supply growth in 1990 declined 

while infl ation (again affected by international oil prices) was 

rising. The result was a squeeze on real money balances and a 

collapse in asset values. M4 growth fell from 18.1 per cent in 1989 

to 11.9 per cent in 1990 and 6.0 per cent in 1991. Company sector 

money – which had been soaring in 1986 and 1987 – contracted in 

the year to Q1 1991. The change of trend in fi nancial sector money 

came later, but was more pronounced. Financial sector money 

dropped by 4.5 per cent (i.e. at an annualised rate of almost 9 per 

cent) in the fi rst half of 1991 and showed little growth from mid-

1991 to mid-1993. The imprint of these trends on pension funds’ 

cash holdings, in particular, was marked. The pension funds had 

‘cash and balances with banks’ of £17,492 million at end-1990, but 

only £9,834 million at end-1992.10 

The main asset classes did not respond in a neat and tidy way 

to the change in the monetary environment. Nevertheless, the 

9 Note that this is the fi rst occasion on which interest rates have been introduced 
into the narrative. The narrative would undoubtedly have been enriched and 
been brought closer to reality if they had been introduced earlier, but a perfectly 
sensible account of events has been given without them. 

10 Financial Statistics (London: Central Statistical Offi ce), August 1992 issue, Table 
7.22, p. 92, and December 1994 issue, Table 5.1B, p. 83. 
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impact of excess money until 1990 and defi cient money there-

after is obvious in their price movements. The equity market had 

reasonable years in 1988 and 1989 but struggled in 1990, and share 

prices in January 1991 were lower than they had been in September 

1987. But a big rally in early 1991 was the start of the long bull 

market. By contrast, the property market was badly hit by the 

monetary squeeze and asset price defl ation continued until 1993. 

The fall in house prices in the four years to mid-1993 was the worst 

in the UK’s post-war history and scarred the fi nancial memories 

of the many millions of people who had been tempted to buy a 

home in the boom of the late 1980s. The UK’s expulsion from the 

Exchange Rate Mechanism of the European Monetary System in 

September 1992 was so humiliating that it persuaded many key 

policy-makers that monetary policy should in future be based on 

domestic conditions, not the exchange rate.

Financial sector money and asset prices in the mid- and 
late 1990s

The relevance of money, and in particular money held by 

compan ies and fi nancial institutions, to asset prices is also illus-

trated in the upturn of the late 1990s. Happily, the quarter-by-

quarter and year-by-year variations in the strength of demand 

were so mild in the decade from September 1992 that a business 

cycle cannot readily be identifi ed from the data. Nevertheless, 

the years immediately after September 1992 saw weak economic 

conditions. The house price collapse between 1989 and 1993 and 

an associated spate of bankruptcies in small businesses infl icted 

heavy losses on the banks, and reduced both their profi ts and their 

capital. Between 1991 and 1995 UK banks were short of capital and 

reluctant to expand their balance sheets. As a result, the growth of 

the money supply was the lowest over a sustained period since the 

1950s. In the four years to end-1994 the average annual growth rate 

of M4 was only 5.0 per cent, dramatically lower than in the 1970s 

and 1980s. Domestic demand was restrained, but the economy 

grew satisfactorily because exports were helped by the sharp fall 

in the pound’s value in late 1992. Infl ation fell to the lowest levels 

for over twenty years. 

But the monetary background to the economy changed once 

again in the mid-1990s. By late 1994 house prices had stabilised 

and the banks no longer needed to write off large amounts of bad 

mortgage loans. Moreover, by adopting new computer technolo-

gies they had reduced their costs heavily and were making good 

operating profi ts. Whereas in mid-1992 banks had been short of 

capital and keen to limit balance-sheet expansion, by early 1995 

their capital position was comfortable and they were keen to 

grow at the same sort of annual rate (over 10 per cent) as seen in 

the 1970s and 1980s. Households were generally nervous about 

borrowing, because of continuing balance-sheet strain, which was 

a legacy of the house price collapse of the early 1990s. The banks 

therefore sought to expand by lending to companies, which had 

made a good recovery from the recession. 

One diffi culty was that companies did not have plans to 

increase investment sharply, as capacity utilisation was still below 

normal. Lending had therefore to be largely to fi nance corporate 

deals, such as takeovers and purchases of assets from other compa-

nies. In early 1995 the UK’s biggest pharmaceutical company, 

Glaxo, announced that it wished to acquire another sizeable phar-

maceutical company, Wellcome, in a £9 billion takeover. This was 

the largest-ever acquisition of one UK company by another. It was 
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fi nanced partly by running down Glaxo’s cash balance and partly 

by heavy bank borrowing. In March Glaxo drew down £3.5 billion 

of its loan facilities in order to purchase the Wellcome shares, 

adding 0.5 per cent to banks’ and building societies’ total loan 

portfolios and a similar amount to M4. A series of major corpo-

rate deals followed the Glaxo–Wellcome announcement. Expendi-

ture on mergers and acquisitions by UK companies – which had 

averaged just above £7 billion a year in the three years to end-1994 

– was £32.1 billion in 1995. The consideration was split between 

£25.3 billion of cash and £6.8 billion of securities (mostly ordinary 

shares, but with a small element of fi xed-interest securities). In 

turn the £25.3 billion paid both for other companies as a whole 

(£19.4 billion) and for the acquisition of other companies’ subsidi-

aries (£5.8 billion). In the four years to end-1994 the stock of 

bank lending to companies declined from £144.2 billion to £127.8 

billion; in the year to end-1995 it jumped 11.2 per cent to £142.1 

billion.

The heavy volume of corporate deals in 1995 enabled the 

banks to achieve faster balance-sheet expansion and altered the 

monetary landscape. M4 growth in the year to December 1995 was 

9.8 per cent, sharply higher than in the 1991–94 period. But – as 

in the other cyclical episodes discussed in this study – the money 

balances of the household sector were relatively stable. They rose 

by just over 7 per cent in 1995, compared with an average of just 

under 5 per cent a year in the previous four years. A necessary 

consequence was an abrupt acceleration in the growth of money 

held by the fi nancial sector. Whereas in the previous four years 

fi nancial sector money had risen by under 3 per cent a year, in 1995 

it soared by 23.9 per cent. (Corporate sector money also increased, 

but by only 6.7 per cent. The effect of the merger and acquisition 

activity was to transfer money balances from companies to fi nan-

cial institutions, as the fi nancial institutions sold shares to the 

bidder companies and received cash in return.) 

Merger and acquisition activity remained strong over the 

next few years, with totals of £30.7 billion, £26.8 billion and £29.5 

billion in 1996, 1997 and 1998 respectively. Bank loans were often 

one ingredient in the fi nancing package. Banks were also able to 

expand their loans to households, as mortgage demand revived. 

With banks increasing their assets so easily, their deposit liabili-

ties (i.e. money) also rose. M4 growth was 9.6 per cent in the year 

to December 1996, 11.8 per cent in the year to December 1997 and 

8.3 per cent in the year to December 1998. But infl ation stayed 

down, partly because shocks to the world economy (the Asian 

crisis in the autumn of 1997 and the Russian default in 1998) 

undermined commodity prices. The household sector’s money 

balances advanced at annual rates of 6–8 per cent, beneath that 

of M4 as a whole. Financial sector money soared, climbing by 22.5 

per cent in 1996, 26.3 per cent in 1997 and 17.5 per cent in 1998. (As 

in the previous episodes, the imprint of the sector-wide trend on 

particular classes of institution was clear. For example, life assur-

ance companies’ ‘cash and balances with banks’ leapt from £12.6 

billion at end-1994 to £29.6 billion at end-1997.) 

And, once again, we have to ask, ‘What happened to asset 

prices?’ The short answer is that the late 1990s saw a sustained 

bull market in equities, which reached extreme high levels of 

valuation. In the four successive years to December 1998 the FT 

All Share Index rose by 18.5 per cent, 11.7 per cent, 19.7 per cent 

and 10.9 per cent – 76 per cent over the whole period. Share prices 

continued to rise in 1999, partly in response to advances in the US 

stock market. In 1999, however, the monetary background in the 
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UK itself changed signifi cantly. M4 growth slowed, while compa-

nies reduced their takeover activity and issued more paper (mostly 

in the form of bonds). The fi nancial institutions received less cash 

from bids, and saw cash being depleted by the bond and equity 

issues. Their M4 holdings declined. The equity market peaked 

in December 1999. Over the next few years their money holdings 

grew only sluggishly, typically by 5 per cent a year or less. The 

equity market was unable to make much progress and at the time 

of writing remains lower than it was in December 1999.11 

What was the direction of causation in the boom–bust 
cycles? 

What do the passage of events and the statistics relating to money 

supply change and asset price fl uctuations say about the direc-

tion of causation in the boom–bust cycles? Do they support or 

invalidate the arguments made by Kaldor and the narrow-money 

school? 

A reply to the Kaldorian argument

Vital to the Kaldorian argument was the idea that banks and 

their customers adjusted their money holdings to ‘the needs of 

trade’. Bank borrowing altered to keep the demand for money 

and the supply of money in balance. This argument runs into 

several diffi culties, however, when an attempt is made to relate it 

to real-world institutions. The greater part of the money supply 

11 The data in the discussion of the 1995–99 period were taken partly from the Na-
tional Statistics website in the spring of 2004 and partly from various issues of 
Financial Statistics.

is held by members of households (i.e. the personal sector) and 

it is not clear that the phrase ‘needs of trade’ has any application 

to them. A high proportion of bank and building society deposits 

is held by people who are retired, and for them the notion of the 

‘needs of trade’ is incongruous. More to the point for the current 

exercise, the Kaldorian thesis simply does not work in the UK 

fi nancial sector during the boom–bust cycles. Crucially, neither 

of the two dominant types of fi nancial institution – the life assur-

ance companies and the pension funds – had any signifi cant bank 

borrowings.12 The short-term bank borrowings of these institu-

tions were tiny relative to other balance-sheet magnitudes in the 

Heath–Barber and Lawson booms, and it is diffi cult to believe 

they fi gured centrally in management decisions. 

Even more damaging for Kaldor’s thesis is that bank 

borrowing did not change in the manner he postulated. It is 

obvious from Figure 7 that life offi ces and pension funds did not 

react to the receipt of extra money by repaying bank loans and 

thereby bringing their money holdings back to the desired level. 

If Kaldor were right, changes in bank loans and changes in bank 

deposits would have been inversely related, and the regression 

equation of changes in bank loans on changes in bank deposits 

would have had a high correlation coeffi cient and a regression 

coeffi cient close to minus one. An equation relating to these vari-

ables is given in an annexe to this chapter and, very plainly, it 

does not have these properties. The analytical sketch in Chapter 

2 comes much closer to describing the task of portfolio manage-

12 This point was noted on p. 11 of Chrystal and Mizen, ‘Other fi nancial corpora-
tions: Cinderella or ugly sister?’ (London: Bank of England Working Paper Series 
no. 151, 2001). In their words, ‘Life insurance companies and pension funds, for 
example, hold money on deposit but they do not take on signifi cant bank bor-
rowings.’ 
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ment in these large fi nancial organisations. In the periods of 

rapid money supply growth in the boom–bust cycles the heart of 

this task was to maintain some sort of equilibrium between their 

money holdings and their total assets, when money holdings 

were often exploding by 10 per cent a quarter. Changes in bank 

borrowing hardly entered the picture. As suggested in the analyt-

ical sketch, a realistic assessment is that the senior investment 

executives tried to keep the money/asset ratios fairly stable. In 

addition in both the boom–bust cycles they became increasingly, 

and justifi ably, worried that the value of their bond holdings 

would suffer from rising infl ation. As they switched away from 

bonds, the results were surges in equity prices and commercial 

property values.

More generally, the problem with the Kaldorian argument is 

that it is cavalier in its treatment of agents at the individual level. 

It makes bold assertions about the macroeconomic consequences 

of certain actions without taking the trouble to establish a secure 

microeconomic underpinning for such actions. The primacy of 

the ‘needs of trade’ in fi nancial management has obvious applica-

bility only to the corporate sector. But – when interrogated a little 

– Kaldor’s idea does not work even here. If a company is short 

of money balances, its strained liquidity is typically an aspect of 

balance-sheet weakness. If so, the banks are unlikely to want to 

lend to it. At the individual level, bank credit and the quantity 

of money emphatically do not adjust to ‘the needs of trade’. A 

company on the brink of bankruptcy may need a large bank loan 

and its executives may plead for ‘accommodation’ from the local 

bank manager, but that does not mean it is a deserving supplicant 

or that it will receive fi nance. 

In two severe corporate liquidity squeezes in our 40-year 

period – one in 1974, and the other in late 1990 and early 1991 – 

cash-starved companies could not conjure up new money balances 

out of thin air or even from easygoing bank managers. The only 

way they could restore sound balance sheets was to sell more 

and spend less. If they could not boost their sales revenue, they 

might try to offl oad subsidiaries, buildings, spare plots of land 

and other miscellaneous assets. Obviously, if other compan ies 

were also suffering from inadequate liquidity (with corporate 

sector money balances contracting while general infl ation ran at 

double-digit annual rates), the efforts of numerous companies 

to offl oad subsidiaries, buildings, spare plots of land and so on 

Figure 7 Does Kaldor's endogeneity thesis work in the financial sector?
Changes in financial institutions’ bank borrowings compared with
changes in their money holdings, quarterly data, £m

Source: Office for National Statistics website
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would cause the prices of these assets to fall. The theme recurs, 

that whereas excess money balances are associated with buoyant 

asset prices, defi cient money balances are accompanied by asset 

price weakness.

Alternatively, the companies might spend less, by cutting back 

on investment, and by economising on holdings of raw materials 

and components. That would certainly affect aggregate demand. 

If so, money was driving national expenditure, rather than the 

other way round. The Kaldorian argument does not fi t the facts 

of the boom–bust cycles. The big fl uctuations in aggregate money 

supply growth – and the associated even larger fl uctuations in the 

money holdings of companies and fi nancial institutions – were in 

no sense motivated by ‘the needs of trade’. Instead they were due 

to the erratic, foolish and wholly exogenous mismanagement of 

monetary policy by the government and the Bank of England, and 

the results were extreme asset price volatility and the destructive 

boom–bust cycles. 

A reply to the narrow-money school

What about the claims made by the narrow-money school and, 

in particular, the objections to the causal role of money made by 

Minford? To some extent Minford’s argument is simply a misun-

derstanding. Of course, the assets and liabilities of fi nancial insti-

tutions (and indeed of companies) are equal, and their net wealth 

is always nil. But the economy’s assets must – of course – belong 

to someone. If a mutually owned life assurance company holds 

assets in the form of a large portfolio of equities, it may have liabil-

ities to policy-holders equal to these assets and no net wealth. But 

that does not mean its policy-holders also have no net wealth! 

On the contrary, the higher the value of the life company’s assets 

because of, say, a soaring stock market, the higher the value of its 

liabilities and the better-off are the policy-holders. Despite the veil 

that many layers of fi nancial intermediation may seem to draw 

over underlying economic realities, and despite the equivalence of 

fi nancial institutions’ assets and liabilities, the value of the assets 

they hold remains relevant to expenditure decisions. 

Further, it is certainly not true that transactions within the 

fi nancial system leave asset values unchanged. Minford writes as 

if individual agents can alter the aggregate quantity of money by 

switching between money balances and close alternative assets. 

In his discussions such switches can therefore alter the quantity 

of money, and so eliminate excess or defi cient money holdings, 

without an excess supply of or demand for money affecting asset 

prices and the economy at large. An essential feature of the Fisher 

and Friedman accounts of the transmission mechanism, however, 

and of the sketch of asset price determination given here, is that 

when money is in excess supply individual attempts to reduce the 

quantity of money do not alter the aggregate quantity of money. 

Indeed, it was precisely this feature of the story – to repeat, the 

distinction between the individual and market experiments within 

a closed circuit of payments – which gave the quantity of money 

the power to determine other variables. 

A fundamental feature of the analysis must be emphasised. 

It is essential to the argument that the quantity of money is 

an all-inclusive measure (i.e. a broadly defi ned money aggre-

gate, which includes all bank deposits). The point is that an all-

 inclusive measure of money cannot be changed in the aggregate by 

individual agents’ attempts to alter their own money holdings. 

That is the pivot on which the real balance effect works. But a 
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narrow measure of money does not have the same characteristic. 

Narrow money (for example, an aggregate measure of money like 

M1 which includes sight deposits but not time deposits) can be 

changed by a large number of individual switches between sight 

and time deposits. Such switches do not lead to any transactions 

in goods, services or assets, and have no effect on the price level of 

goods and services or on asset prices.13

It is therefore surprising that Minford should prefer narrow 

money to broad money as a monetary indicator. Indeed, he stated 

his preference for the particularly limited narrow money measure 

M0 at the peak of the Lawson boom when asset prices were 

also at extreme highs. This measure excludes all bank deposits 

held by private sector agents, implying that, if contemporary 

money supply developments had some bearing on the asset price 

buoyancy, non-deposit forms of money had to be responsible. 

According to Minford, ‘an implication of fi nancial competition’ is 

that ‘money changes its form’ and ‘in particular the only “pure” 

money left is currency’ (i.e. M0).14 Minford persuaded many econ-

omists at the Treasury and the Bank of England about the import-

13 The author has made this point on a number of occasions. See, for example, 
‘Credit, broad money and economic activity’, in Congdon, Refl ections on Mon-
etarism, pp. 171–90, particularly pp. 182–3, and Tim Congdon, ‘Broad money vs. 
narrow money’, The Review of Policy Issues (Sheffi eld: Sheffi eld Hallam University, 
1995), pp. 13–27. All measures of narrow money are endogenous in that agents’ 
individual attempts to alter their money holdings also change the aggregate 
quantity of money. An all-inclusive money measure, i.e. a broad money measure, 
is not endogenous in this sense. A broad money measure may nevertheless be 
endogenous in the sense that it refl ects processes within an economy, and par-
ticularly processes inside the banking system, subject to price incentives. But the 
endogeneity of broad money in this sense still leaves it with the ability, when dis-
turbed from an equilibrium level, to change asset dispositions and expenditure 
patterns, in accordance with the Fisher/Friedman/Patinkin story.  

14 Minford, Markets Not Stakes (London: Orion Business Books, 1998), p. 104.

ance of M0, and his analysis was one of the inputs into the policy 

discussion that led to the abandonment of broad money targets in 

the mid-1980s.

An examination of the holders of M0, however, quickly shows 

that it cannot have been relevant to the asset price swings seen in 

the boom–bust cycles. A compelling attribute of modern econo-

mies is that companies, fi nancial institutions and wealthy indi-

viduals hold negligible amounts of notes. Part of the explanation 

is that notes cannot be used – without inordinate expense – to 

conduct the large transactions, notably transactions in substan-

tial assets, in which companies, fi nancial institutions and wealthy 

individuals are routinely involved. The irrelevance of narrow 

money to big corporate decisions, to the decisions that determine 

asset prices and infl uence company investment, should hardly 

need to be stated. 

In fact, in the 40 years under consideration in this mono-

graph no offi cial data were compiled on the currency holdings 

(i.e. notes and coin) of life assurance companies and pension 

funds, presumably because offi cial statisticians could not see any 

purpose in the exercise. Since 1987, statistics have been prepared 

for the currency holdings of non-monetary fi nancial institutions, 

which include life assurance companies and pension funds. In 

1987 they amounted to £55 million and in 2002 to £83 million. It 

seems likely that the bulk of this is held by minor fi nancial insti-

tutions with some retail business involving cash, such as some 

hire purchase companies and pawnbrokers. For all signifi cant 

fi nancial institutions, and for all the big institutional players in 

UK asset markets, note holdings are trifl ing compared with bank 

deposits. A sense of perspective is given by comparing the bank 

deposits held by non-monetary (i.e. non-bank, non-building-
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society) fi nancial institutions with their currency holdings (see 

Table 4). At the end of 2002 the deposits – at £279,597 million – 

were almost 3,400 times larger than the amount of currency. For 

life assurance companies and pension funds by themselves, the 

multiple would have been considerably higher, but – as noted 

– offi cial data are not available. 

Minford appears to believe that the variations in the growth 

rate of broad money were unrelated to the extreme asset price 

movements of the boom–bust cycles. This monograph has shown 

that the broad money growth rates of 20 per cent a year in the 

boom were associated with both 40 per cent, 50 per cent and 

60 per cent annual growth rates of money held by the fi nancial 

sector as whole, and 40 per cent, 50 per cent and 60 per cent 

annual growth rates of money held by such leading institutions 

as life offi ces and pension funds. Equally, it has shown that the 

decelerations in broad money growth rates to 10 per cent a year 

or less during the busts were associated with virtual stagnation 

in the money holdings of the fi nancial sector and leading fi nan-

cial institutions. It is clear that the periods in which the institu-

tions’ money holdings were expanding rapidly were also periods 

of rising asset prices and that the periods when they were static 

were periods of falling asset prices. Further, the notion that fi nan-

cial institutions’ senior executives cared more about their note 

holdings (i.e. their M0 balances) than about their bank deposits 

is – to say the least – most implausible, given the quantitative 

insignifi cance of the note holdings. Minford wants us to believe 

that ‘monetary forces’ are best represented by ‘the printing of 

money’ and ‘M0’, and that such variables ‘are still central to our 

understanding of infl ation’. Some economists apparently attach 

credence to these remarks, but it is diffi cult to believe that M0 

could ever have been central to the asset price infl ation that was 

such a notorious element in the boom–bust cycles.15

What about other views of the narrow-money school? 

According to Walters, ‘one would clearly not count £50,000 

negotiable CDs [or ‘certifi cates of deposit’] as money; so far as 

I am aware no one would ever accept such an instrument to 

pay an outstanding expense’.16 But – when applied to corporate 

entities and, in particular, to large fi nancial institutions – Walters’ 

comment ignores the practicalities of the matter. A life assur-

ance company would be foolish to keep its money in a cash till, 

15  Ibid., p. 105. 
16  Walters, Britain’s Economic Renaissance, pp. 116–17.

Table 4 The insignifi cance of fi nancial institutions’ currency holdings

Non-monetary fi nancial institutions’ holdings of:  Multiple of  
   deposits held
 Sterling deposits Currency  to currency
 £m £m held

1987 40,082 55 729
1988 51,008 59 865
1989 73,142 63 1,161
1990 86,210 70 1,232
1991 77,117 74 1,042
1992 88,140 77 1,145
1993 99,866 79 1,264
1994 106,180 81 1,311
1995 144,709 83 1,743
1996 173,317 83 2,088
1997 200,529 83 2,416
1998 216,459 83 2,608
1999 200,617 83 2,417
2000 247,853 83 2,986
2001 286,958 83 3,457
2002 279,597 83 3,369

Source: National Statistics website
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because of the awkwardness and ineffi ciency of making large 

asset transactions in notes. But it would also be unwise to leave 

its money in a non-interest-bearing sight deposit (or ‘checkable 

account’, in Walters’ terminology), as it would fail to collect the 

interest on quite sizeable sums of policy-holder funds. Its appro-

priate behaviour would be to hold money in an interest-bearing 

but highly liquid form, such as in £50,000 parcels of CDs. Because 

of its bargaining power (as a large customer) with the banks, a life 

assurance company can convert a £50,000 CD into a checkable 

account at little cost and use the funds in purchases of equities, 

buildings, land and so on. Walters’ conception of ‘money in the 

transactions sense’ as ‘money readily available for small-scale, 

retail transactions’ is limited and unsatisfactory. In a modern 

economy money is used in all transactions, small, medium and 

large, while the majority of transactions in assets are so large that 

they can be conducted sensibly only by payment instructions 

against bank deposits.17 When asset-rich agents take decisions 

to alter their portfolios, the critical defi nition of money to them 

is a broadly defi ned one, in which deposits are dominant. Their 

decisions on the right balance between all their non-monetary 

17 In an article on ‘Monetary policy, gilts and equities’ in the December 1970 issue of 
The Investment Analyst, Walters analysed the link between the money supply and 
share prices and remarked, ‘My predilection is to believe that movements in the 
money stock are the cause of the oscillations in the equity market’. (The paper was 
republished in John Goodchild and Clive Callow [eds], Double Takes [Chichester: 
John Wiley, 2000]. The quotation is from p. 101 of this book.) But it is diffi cult to 
believe that any narrow money measure could cause equity market fl uctuations, 
for the reasons given in the text here. In fact, Walters was critical of the explosion 
in the growth rate of broad money in the boom of the early 1970s, and saw a con-
nection then between the high rates of broad money growth and large asset price 
increases. In a footnote on p. 118 of Britain’s Economic Renaissance he notes that 
he used ‘M3 statistics’ to make an accurate prediction of 15 per cent infl ation in 
1974, where M3 was a broad money measure. 

assets and all their money assets are far more interesting for the 

wider economy than their decisions on the right balance between 

different types of monetary instrument (such as £50,000 CDs, 

term deposits and interest-bearing sight deposits) within an all-

inclusive money total.18

Annexe

The Kaldorian thesis is that bank borrowings change to eliminate 

an excess supply of or demand for money: so an excess supply 

of or demand for money does not alter expenditure patterns. In 

other words, the change in bank loans should be similar (i.e. with 

a regression coeffi cient in an estimated equation close to one) to 

the recent or concurrent change in cash and deposits, with the 

sign reversed. 

Data on the net acquisition of fi nancial assets are available, on 

a quarterly basis, for ‘insurance corporations and pension funds’ 

from 1987, including three categories, ‘Currency and deposits’ 

and ‘Short-term loans’ (from MFIs [or ‘monetary fi nancial insti-

tutions’, mostly banks]), in both sterling and foreign currency. 

Note that changes in borrowing in foreign currency were large 

relative to those in sterling in the period under consideration, but 

no signifi cant relationship could be identifi ed with any defi nition 

of bank borrowing. (The series were NBSG, NBWX and NBXB in 

18 The survey of asset price movements in the UK in this chapter was infl uenced 
by the work of Gordon Pepper, senior partner of the stockbroking fi rm W. 
Greenwell & Co. from 1980 to 1986 and later professor at City University Busi-
ness School. See, for example, pp. 203–9 of Pepper, Money, Credit and Asset Prices 
(Basingstoke and London: Macmillan, 1994), where share price movements are 
attributed to deviations of the growth rate of broad money from that of nominal 
GDP. 



m o n e y  a n d  a s s e t  p r i c e s  i n  b o o m  a n d  b u s t

86

the 2004 National Statistics database.) The following relationship 

is found between changes in bank loans and changes in currency 

and deposits:

Change in bank loans, £m per quarter = £138.2 million – 

0.011 (change in currency and deposits, £m in same quarter)

The following statistics are derived from the regression:

r squared 0.0006

Standard error for intercept term 140.25

Standard error of regression coeffi cient  0.05

t statistic for intercept term  0.99

t statistic for regression coeffi cient   –0.21

The regression coeffi cient is not signifi cantly different from 

zero, while the relationship itself has a very poor fi t (with an r2 of 

almost nothing), and neither the intercept term nor the regression 

coeffi cient is statistically signifi cant, with very low values of the t 

statistics. 

As far as UK fi nancial institutions in the period from 1987 to 

2003 are concerned, the Kaldorian thesis of the endogeneity of 

money can be rejected outright. 
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The linkages between money and asset prices in the UK’s cycles 

in the second half of the twentieth century can be easily traced, 

partly because of the abundance of data and the continuity of the 

institutional framework. What about other well-known examples 

of marked asset price volatility and associated macroeconomic 

instability? Can the same sort of analytical approach be harnessed 

and put to work? Because of their prominence in debates between 

economists, this chapter will look at two episodes – the Great 

Depression in the USA between 1929 and 1993, and the asset 

bubble and subsequent prolonged macroeconomic malaise in 

Japan from the mid-1980s to today. 

Money and asset prices in the USA, 1929–33

The Great Depression in the USA in the four years from 1929 was 

the most cataclysmic economic event in US history. Share prices 

collapsed and industrial production halved, causing millions of 

people to lose their jobs and infl icting hardship on many of those 

who remained in employment. The severity and apparently arbi-

trary character of this disaster blighted the reputation of market 

capitalism for at least a generation. Much has already been 

written about the Great Depression, although no agreement has 

been reached on the pattern of cause and effect. A classic analysis 

4  MONEY AND ASSET PRICES IN THE 
AMERICAN GREAT DEPRESSION 
AND CONTEMPORARY JAPAN
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was provided by Friedman and Schwartz in their 1963 study, A 

Monetary History of the United States, 1867–1960. Their argument 

was that the dominant causal infl uence on ‘the Great Contrac-

tion’ (as they termed it) was the fall in the money supply. On their 

favoured measure of money (currency held by the public plus all 

deposits in commercial banks) this fall – on a peak to trough basis 

– was of almost 40 per cent, from $48.2 billion in October 1929 to 

$29.7 billion in April 1933. They blamed the ineptitude of Federal 

Reserve policy in these years, with ‘the fi nancial collapse’ resulting 

‘from the shift of power [within the Federal Reserve system] from 

New York to the other Federal Reserve banks’.1 

An academic debate has developed about the relative import-

ance of the money supply decline and the stock market collapse 

in the economic downturn. Friedman and Schwartz’s assessment 

was nuanced. They saw the stock market crash as ‘a symptom of 

the underlying forces making for a severe contraction in economic 

activity’, but also accorded it a causal role in making consumers 

and business enterprises more cautious. One effect was on ‘desired 

balance sheets’, with shifts ‘away from stocks and toward bonds’ 

and ‘away from securities of all kinds and toward money holdings’. 

As a result the velocity of money fell and ‘the stock market crash 

made the decline in income sharper than it would otherwise have 

been’.2 Nevertheless, their emphasis was on the money supply, 

not share prices, as having the primary role in the USA’s economic 

trauma in the early 1930s.

Other strongly stated positions in the debate are represented 

by Galbraith and Kindleberger, on the one hand, and Meltzer, 

1 Milton Friedman and Anna Schwartz, A Monetary History of the United States, 
1867–1960 (Princeton, NJ: Princeton University Press, 1963), p. 419.

2 Ibid., pp. 306–7. 

on the other. Galbraith’s celebrated The Great Crash and Kindle-

berger’s The World in Depression 1929–39 both argued that the 

slump in share prices was an independent causal infl uence on 

business activity. In Kindleberger’s words, ‘It is hard to avoid [the 

conclusion] that there is something to the conventional wisdom 

that characterised the crash as the start of the process.’3 Against 

this, Meltzer affi rmed in his A History of the Federal Reserve that 

the actions of the Federal Reserve – and in particular, its failure 

to expand the monetary base suffi ciently – were to blame for the 

slump. Like Friedman and Schwartz, he put money at the centre 

of the story. 

The contrast between a money-supply and a share-price 

explanation may be misleading, however. It might be better to 

see share prices as among the asset prices that are determined, to 

a large extent, by monetary forces. The stock market crash then 

becomes not an alternative explanation of the Great Depression, 

but part of an expanded monetary account of events. This shift 

of interpretation becomes convincing if the monetary aggre-

gate under consideration is not narrow money (as in Meltzer’s 

work), but a wider money measure which includes time deposits 

(as in Friedman and Schwartz’s Monetary History). The advan-

tages of a wider money measure ought to be clear in the context 

of portfolio decisions. Wealth-holders in the USA in the 1920s 

and the 1930s – just like wealth-holders in Britain in the second 

half of the twentieth century – had a choice between any of the 

following assets:

3 Charles Kindleberger, The World in Depression, 1929–39 (Berkeley: University of 
California Press, revised edn, 1986), p. 116, and quoted on p. 255 of Allan Meltzer, 
A History of the Federal Reserve (Chicago and London: University of Chicago Press, 
2003), vol. I.
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• cash, in the sense of notes and coin; 

• demand deposits;

• time deposits;

• fi nancial securities; and

• tangible assets. 

Bluntly, time deposits cannot be deleted from the list of 

assets. For monetary economists to concentrate only on cash and 

demand deposits (i.e. the M1 money measure, more or less), or 

even on cash itself, is bizarre. It is true that in the 1920s and 1930s 

US citizens held a far higher ratio of currency to time deposits 

than today. Indeed, the money holdings of poor people, without 

bank accounts, would have been dominated by currency. But 

these would not have been the people whose behaviour infl uenced 

asset prices or was most critical in the determination of economic 

activity. Signifi cant wealth-holders – then, as now – would have 

been balancing at the margin their holdings of money in the form 

of time deposits against their holdings of non-monetary assets, 

including all fi nancial securities. (In the portfolios of the very 

wealthy – the top 5 per cent of the population who owned the 

bulk of the US stock market – currency was a tiny proportion of 

total wealth.) Logically, the level of time deposits – not the level 

of currency and demand deposits – was the monetary variable 

most relevant to the stock market. To exclude time deposits 

from a causal position in the analysis – as in Meltzer’s work – is 

to overlook the leading actor in the drama; it is the equivalent in 

monetary history of playing Hamlet without the Prince.4 

4 Friedman and Schwartz are much friendlier towards the broad money aggregates 
than Meltzer. On p. 630 of A Monetary History they say ‘currency held by the pub-
lic plus demand and time deposits . . .  in commercial banks’ (author’s italics) is ‘our 

Fortunately, a large body of data is available to throw light 

on the points at issue. The main diffi culty with supporters of 

narrow money measures is that the monetary base did not 

contract in the Great Depression. Embarrassingly for their 

position, the public’s holdings of currency were much higher in 

March 1933 (at the nadir of the depression) than in October 1929 

(when the stock market had its fi rst big tumble). (In fi gures the 

public’s currency holdings were $3,832 million in October 1929 

and $5,509 million in March 1933.)5 The rise in note holdings 

was a response to the insecurity of bank deposits, as thousands 

of banks failed and were unable to repay creditors (including 

their depositors) in full. Although the Federal Reserve could 

undoubtedly have done more to counter the defl ationary pres-

sures, it did print more notes and expand its balance sheet. The 

expansion of its operations – which occurred through very large 

purchases of securities – was in accordance with the textbook 

concept of money’. This appears to be a clear-cut endorsement of broad money. 
A footnote discussion on pp. 649–50, however, is more equivocal. ‘The . . .  crite-
rion for choosing the total [i.e. the money aggregate] to which to apply the term 
“money” is by no means clearly appropriate . . .  It must depend on the purpose 
and on the empirical relevance of a particular distinction for that purpose under 
specifi c circumstances, which is to say, on the empirical stability and regularity 
of relationships between the chosen total and other variables.’ Friedman and 
Schwartz are therefore inclined to favour broad money measures, but are fl exible 
in their attitude. (Keynes’s views on this question were close to those of Friedman 
and Schwartz. After defi ning ‘the rate of interest’ as ‘what can be obtained for 
parting with control over . . .  money in exchange for a debt’ on p. 267 of the main 
text of The General Theory, Keynes added a footnote to the effect that ‘Without 
disturbance to this defi nition, we can draw the line between “money” and “debt” 
at whatever point is most convenient for handling a particular problem . . .  It is 
often convenient in practice to include in money time-deposits with banks and, 
occasionally, even such instruments as (e.g.) treasury bills. As a rule, I shall, as in 
my Treatise on Money, assume that money is co-extensive with deposits.’) 

5 Friedman and Schwartz, Monetary History, pp. 712–13.
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maxims of central banking, even though it was on an insuffi -

cient scale.6

The trouble lay rather in the commercial banking system and 

particularly in the decline in bank deposits, as banks suffered 

losses and called in loans because of the depletion of their capital. 

As they called in loans, both their assets and deposit liabilities 

decreased. With interest rates falling and their profi ts disap-

pearing, the banks were unable to keep paying interest on time 

deposits. (They had been paying such interest extensively in the 

prosperous late 1920s.) Time deposits therefore became less 

attractive and fell more steeply than demand deposits. But, as has 

been mentioned, wealthy individuals, the kind of individuals who 

would have held large securities portfolios, were balancing time 

deposits against common stocks in their overall asset holdings. As 

their holdings of time deposits went down, their money balances 

became too small relative to their other assets. (They suffered 

from ‘an excess demand for money’, in the terminology of Chapter 

2.) As individuals they sold other assets (especially common 

stocks), believing that thereby they might rebuild an equilibrium 

money holding. But, as explained in Chapter 2, sales of securities 

6 This is not to deny that yet greater expansion of the Federal Reserve’s balance 
sheet, and still further enlargement of the monetary base, would have helped 
economic activity. But the Federal Reserve had to worry about the quality of 
the assets it would purchase if it embarked on headlong expansion. Keynes saw 
the point in a visit to Chicago in 1931. At a conference organised by the Harris 
Foundation Institute, he remarked that ‘When the Federal Reserve System buys 
governments, it means the public has increased deposits, and they can’t afford to 
accumulate non-interest-bearing assets beyond a certain point. But it does mean 
the scale of operations may be rather uncomfortably large in order to produce con-
sequences’ (Johnson and Moggridge [eds], Collected Writings of Keynes, vol. XX, 
Activities 1929–31: Rethinking Employment and Unemployment Policies [London and 
Basingstoke: Macmillan Press for the Royal Economic Society, 1981], p. 533, au-
thor’s italics). 

by any one agent do not increase the aggregate amount of money. 

Instead they reduce the money balances held by the counterpart 

buyers of the securities and leave the aggregate amount of money 

unchanged. 

Since, in fact, the aggregate amount of money was contracting 

in the early 1930s because of the crisis in the banking system, virtu-

ally all wealth-holders wanted to sell common stocks. But – within 

a closed circuit of traders – they could sell only to each other. 

Plainly, equilibrium required that stock prices go down. As the 

wider macroeconomic environment was hostile to profi ts, stocks 

fell far more than either national income or the money supply 

Figure 8 Stock prices and time deposits in the USA, 1920–35
Quarterly data, levels, index values and $bn

Source: Nathan Balke and Robert J. Gordon, ‘Appendix B: Historical Data’, especially pp. 803–4, in
R. J. Gordon (ed.), The American Business Cycle: Continuity and Change (Chicago and London:
University of Chicago Press, 1986)
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(however measured). Nevertheless, the stock market crash was 

part of a general weakness in asset prices which was attributable 

to the decline in the money supply. The accompanying Figures 8 

and 9 compare the level of the stock market, fi rst, with that of time 

deposits (where there is a clear correlation) and, second, with the 

monetary base (where there is no correlation whatsoever).

Asset prices – and of course the egregious behaviour of the 

stock market – must be integrated into a convincing analysis of the 

Great Depression. To suggest that asset price movements of the 

1930s need to be set within a monetary context is hardly radical, 

since that was the thrust of the leading innovations in economic 

theory during the decade. Quite apart from Keynes’s insistence 

in The General Theory on what he termed ‘the speculative demand 

for money’ (i.e. the demand to hold money in order to improve 

the timing of bond purchases), Hicks proposed in his well-known 

essay of 1935 on ‘A suggestion for simplifying the theory of money’ 

that ‘What has to be explained is the decision to hold assets in the 

form of barren money, rather than of interest- or profi t-yielding 

securities.’7 Asset price developments must be related not just 

to a sub-set of monetary assets, such as the monetary base or 

narrow money, but to an all-inclusive money measure including 

time deposits. This study does not have the space to elaborate the 

precise connections – month by month, institution by institution, 

and stock market operator by stock market operator – between 

the total amount of bank deposits and the behaviour of the US 

stock market between 1929 and 1933. Nevertheless, the message 

of the charts is striking. The asset price collapses in the USA in 

the Great Depression can be interpreted as a by-product of the fall 

in time deposits and have no clear connection with the monetary 

base, while the monetary aggregate with the greatest power to 

explain events must be a broadly defi ned one (i.e. M2 rather than 

M1 or the base). 

Money and asset prices in the Japanese bubble and 
later malaise 1985–2003 

The late 1980s were years of great speculative excitement in Japan. 

After almost forty years of exceptionally rapid economic growth, 

Japan’s economy had become the second largest in the world. 

7 Sir John Hicks, Critical Essays in Monetary Theory (Oxford: Oxford University 
Press), p. 66.

Figure 9 Stock prices and the monetary base in the USA, 1920–35
Quarterly data, levels, index values and $bn

Source: Nathan Balke and Robert J. Gordon, ‘Appendix B: Historical Data’, especially pp. 803–4, in
R. J. Gordon (ed.), The American Business Cycle: Continuity and Change (Chicago and London:
University of Chicago Press, 1986)
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Indeed, books were written about the possibility that its output 

might overtake the USA’s within the next twenty years and that the 

21st century would be characterised by Japanese leadership of the 

world economy. Amid this euphoria, stock market and real estate 

prices rose relentlessly. At the end of 1989 the Nikkei stock index 

was six times higher than it had been a decade earlier. The second 

half of the decade was the most extreme, with the Nikkei index 

showing a compound annual rate of increase of over 31 per cent 

in the four years from the end of 1985. Corporate equity became 

exceptionally overvalued. In the mid-1970s the price/earnings 

ratio of equities in the Tokyo Stock Exchange’s fi rst section had 

been in line with the typical long-run average in most countries 

of about 15; in the late 1980s the comparable fi gure was 60 or 70. 

As in the USA in the late 1920s, the upward rush in share prices 

was not accompanied by marked macroeconomic imbalance. 

The current account of the balance of payments was in continual 

surplus, while the wholesale price index was at much the same 

level in 1990 as it had been fi ve years earlier. 

Policy-makers were concerned, however, that equity market 

overvaluation was leading to resource misallocation and corrup-

tion in the fi nancial system, and decided that asset prices had to 

be brought down. Their determination to tighten policy was rein-

forced in the summer of 1990 by Iraq’s invasion of Kuwait, which 

prompted a sharp rise in oil prices and threatened Japan’s price 

stability. The Bank of Japan’s discount rate – which had been 

only 2.5 per cent in 1987 and 1988 – was raised in a sequence of 

steps to reach 6 per cent in the autumn of 1990. The Nikkei index 

slithered from a peak of almost 40,000 in late 1989 to less than 

half that level in 1992 and continued to fall in later years. With 

asset prices in retreat, both consumer confi dence and corpor ate 

spending became chronically weak. The Japanese economy 

entered a prolonged malaise of semi-stagnation which lasted until 

the opening years of the 21st century. 

So much is well known and familiar. As usual, it has been 

possible to tell the story in terms of central bank actions and 

interest rates, and without any reference to the quantity of money. 

Indeed, economists at the Bank of Japan – like their counter-

parts at the Bank of England – have described ‘the transmission 

mechan ism of monetary policy’ as pivoting on the interest rate set 

by the central bank in the money markets.8 However, the behav-

iour of the money aggregates illuminates the passage of events and 

identifi es key causal infl uences in asset price determination. To 

restrict the discussion to interest rates, and the presumed effects 

of interest rates on expenditure, is to provide an incomplete and 

unsatisfactory account of events. The implicit view is that the 

economy consists only of monetary base assets and the goods and 

services that comprise national expenditure. This is simply wrong. 

The economy also includes sight and time deposits, and a wide 

8 A paper on ‘One year under “quantitative easing”’ by Masaaki Shirakawa was 
published by the Bank of Japan’s Institute for Monetary and Economic Studies in 
2002 (IMES Discussion Paper Series 2002-E-3, April 2002). On p. 35 it presented 
a fi gure on ‘The standard transmission mechanism of monetary policy’. Arrows 
connect a box, ‘Change in reserves’, to another box, ‘Change in short-term inter-
est rates’, to yet another, ‘Changes in the prices of fi nancial assets (i.e., medium- 
and long-term interest rates, foreign exchange rates, stock prices, etc.)’, and then, 
both directly and via another box, ‘Change in the behaviour of fi nancial institu-
tions’, to the fi nal box, ‘Change in the behaviour of domestic private economic 
agents, such as fi rms and households and also overseas economic agents’. The ap-
proach was similar to that of the paper prepared in 1999 by the Monetary Policy 
Committee of the Bank of England for the attention of the Treasury Committee 
of the House of Commons. A vital attribute of macroeconomic equilibrium – that 
the quantity of money be willingly held at the prevailing levels of asset prices 
and national income – was ignored by both the Bank of Japan and the Bank of 
England. 
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variety of fi nancial and tangible assets, while wealth-holders had 

at all times to seek the most favourable balance between monetary 

and non-monetary assets in their portfolios. 

For most of the post-war period Japan’s banks had been 

highly profi table and were able, even after paying dividends, 

to expand their capital and balance sheets at annual rates of up 

to 20 per cent or more. Annual rates of money supply growth 

in the 1960s and 1970s were typically around 15 to 25 per cent. 

(The concept of money here and later is the ‘M2 plus certifi cates 

of deposit’ measure, unless otherwise specifi ed.) More moderate 

rates of under 10 per cent were recorded in the early 1980s. This 

could be attributed to a wider slowdown in the trend rate of 

output growth and a narrowing of profi t margins throughout the 

economy, including the banking system. As Japan had caught 

up with Western technologies, it could not achieve rapid output 

growth merely by imitation. But in 1986, partly under pressure 

from American policy-makers worried about the weakness of the 

dollar, the Japanese government agreed to ease monetary policy. 

The Bank of Japan’s discount rate of 2.5 per cent in 1987 and 1988 

stimulated the demand for bank credit, and was accompanied by 

annual rates of money supply growth in the low double digits. 

In the year to end-1989 the money supply increased by 12.0 

per cent, plainly excessive relative to the economy’s trend rate of 

output growth. In 1990 higher interest rates deterred bank credit 

and the growth of money slowed to 7.4 per cent. The decline in 

money growth in 1991 was even more pronounced, and in the 

three years to end-1991, end-1992 and end-1993, the rates of change 

in the money supply were 2.3 per cent, –0.2 per cent and 2.2 per 

cent. The fall in the annual rate of money growth – from a double-

digit fi gure in 1989 to virtual stagnation less than three years later 

– was one of the sharpest changes in the pace of monetary expan-

sion in Japan’s post-1945 experience. 

Of course, these were also the years in which the stock market 

bubble burst and the long malaise of asset price weakness began. 

The stock market gyrations in Japan in the late 1980s and early 

1990s seem as amenable to explanation in terms of the quantity 

of money as they are to explanation in terms of central bank 

action on interest rates. Is it possible to say more about the types 

of agent most involved in asset price determination, echoing 

the discussion in the previous chapter of the role of fi nancial 

institutions and companies in the UK? Japanese statistics on 

money and banking are detailed and extensive, but not surpris-

ingly they are prepared differently from those in other industrial 

countries. Data are, however, published in the Bank of Japan’s 

Economic Statistics Annual on the M1 and quasi-money holdings 

of ‘private enterprises’ and ‘individuals’. The category ‘private 

enterprises’ includes fi nancial institutions, although money held 

by industrial and commercial companies would have predomin-

ated in the 1980s. As it happens, companies’ purchases of equity 

in other companies were a particularly important feature of the 

Japanese fi nancial scene in those years. The purpose was to estab-

lish share ‘cross-holdings’ which would hinder takeover activity 

and entrench existing managements. (The author has not been 

able to obtain statistics that further differentiate money held by 

non-bank fi nancial institutions as a whole from the money held by 

private enterprises, although abundant balance-sheet information 

is available for various categories of fi nancial institution.) 

Figure 10 compares annual changes in the Nikkei index with 

annual changes in private enterprises’ quasi-money between 1980 

and 1993. ‘Quasi-money’ consists of all deposits minus demand 
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deposits, and corresponds more or less to time deposits in the 

defi nitions of North American and European countries. The two 

series did not match up exactly every year from 1980 to 1993, 

but the rough parallelism of their movement is obvious. Broadly 

speaking, when companies’ holdings of time deposits were 

rising, so also were share prices; when companies’ holdings of 

time deposits were falling, so also were share prices. Changes in 

share prices were generally twice as large as changes in compa-

nies’ time deposits. A fair comment is that – as in the USA in 

the 1930s, and as in the UK during the boom–bust cycles – the 

behaviour of money, particularly in the form of time deposits 

in corporate hands, was a crucial infl uence on the vicissitudes 

of the stock market. Further, an attempt to explain asset prices 

by means of narrow money measures is untenable.9 In Japan, 

as in every other major industrial economy, signifi cant wealth-

holders have to balance all their money holdings (i.e an all-inclu-

sive money measure) against non-monetary assets in portfolios 

where notes and coin often do not fi gure at all. The notion that 

the monetary base has any direct relevance to asset markets is 

as thorough a misunderstanding of the institutional realities 

of modern Japan as it is of the institutional realities of modern 

Britain.

In the mid- and late 1990s Japan was unable to shake off the 

macroeconomic malaise that had begun with the bursting of the 

bubble. Asset price weakness caused a high incidence of bad loans 

and loan write-offs in the banking system. With the banks short of 

capital, they were unable to expand their balance sheets. Money 

supply growth – which had routinely been over 20 per cent a year 

in the 1960s – fell to very low rates of 2 or 3 per cent a year. In the 

fi ve years to 1998 the average annual increase in M2 plus CDs was 

3.1 per cent; in the fi ve years to 2003 it was only 2.7 per cent. Asset 

prices remained weak, with land prices (crucial to banks’ loan 

collateral) falling every year in the decade to 2003. The economy 

9 The author carried out econometric tests on the relationship between changes 
in different money aggregates and changes in share prices in Japan from 1980 to 
1993 (the period of the Japanese share price boom and bust). The equation tested 
took the form Change in Nikkei index, % p.a. = α + β (Change in ‘money’, % p.a.) 
for various defi nitions of money. There was a reasonable link between broader 
defi nitions of money and share prices and no link between narrow defi nitions of 
money and share prices. The detailed results can be obtained from the author. 

Figure 10 Money, and the boom and bust in the Japanese stock market,
1980–93
Annual % changes in Nikkei index, against right-hand axis, and
quasi-money (i.e., time deposits) held by private enterprises, against
left-hand axis

Source: Bank of Japan
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had only brief and fi tful recoveries, and the price level fell slightly 

in the early years of the 21st century. 

This period is of considerable interest to economic theory as 

it provided a laboratory experiment on the relative importance of 

narrow and broad measures of money, and of money and credit. A 

standard prescription of visiting US economists in the late 1990s 

was that the Bank of Japan should expand the monetary base (typi-

cally by large purchases of government bonds, but sometimes by 

purchases of foreign exchange), in the expectation that the banks 

would respond to their excess base holdings by increasing their 

earning assets. Some economists thought that a faster rate of 

increase in the monetary base by itself or in the M1 narrow money 

measure would be suffi cient to secure recovery;10 others believed 

that the purpose of the exercise was to stimulate the banks to 

make more loans and that extra bank credit, again by itself, would 

be the vital new development.11 In 2001, 2002 and 2003 the Bank 

10 Belief in the therapeutic powers of basing policy on the monetary base is associated 
with the American economist Ben McCallum. See his ‘Specifi cation and ana lysis 
of monetary policy rule for Japan’, Monetary and Economic Studies (Bank of Japan, 
November 1993), vol. 11, pp. 1–45. As in his History of the Federal Reserve, an account 
of monetary policy-making in the USA in the fi rst half of the twentieth century, 
Meltzer favours tracking the monetary base and the M1 measure of money when 
analysing macroeconomic developments in modern Japan. He believes that the 
central bank should operate on the monetary base to infl uence M1. In some of his 
papers he equates ‘monetary expansion’ with ‘expansion of the monetary base’. 
See, for example, the note ‘Comment on Japan and the Asian fi nancial crisis’ on 
his research website, www.gsia.cmu.edu/afs/andrew/gsia/meltzer. 

11 References to a supposed link between bank lending and ‘spending’ proliferate in 
newspapers and business magazines. The lack of a rigorous theoretical basis for 
such a link is discussed in Chapter 5 of this study. For a more heavyweight contri-
bution suffering from the same misunderstanding, see Glenn Hoggarth and Joe 
Thomas, ‘Will bank recapitalisation boost domestic demand in Japan?’, Finan-
cial Stability Review (London: Bank of England), June 1999 issue. In the opening 
paragraph ‘a cut-back in lending’ is bracketed with ‘reducing spending by the 
household and corporate sectors’. 

of Japan responded to these calls by a conscious policy of ‘quant-

itative easing’, making enormous purchases of not only govern-

ments bonds but also Treasury and Financing bills (short-dated 

instruments issued by the Ministry of Finance). Banks’ reserve 

balances jumped from 5.5 trillion yen at the end of 2000 to 27.8 

trillion yen at the end of 2003. The impact on the monetary base 

and M1 money measures was palpable. Indeed, in 2002 M1 soared 

by 27.6 per cent, more than in any year in the 1980s or 1990s. 

But the broader measures of money were little affected. They 

continued to plod forward at the 2–3 per cent annual rates seen 

for most of the 1990s.

Table 5 summarises the behaviour of the main money measures 

in the fi ve years to end-2003, and compares them with the rate of 

increase in real domestic demand. (Nominal domestic demand 

often fell, with the domestic demand defl ator being negative on 

average by about 1.5 per cent a year.) The macroeconomic inef-

fectiveness of the surges in the monetary base and M1 is obvious.12 

12 This is not to deny that increases in the monetary base would have worked in 
Japan if they had been on a suffi ciently large scale to raise the growth rate of an all-
inclusive measure of money. In the extreme the central bank could have made asset 
purchases (of bonds, equities or whatever) from non-bank agents equal to 10, 20 
or 30 per cent of GDP and paid for them with notes. If the notes had then been 
deposited with the commercial banks, the monetary effect would be the same as 
if the banks had purchased the assets from non-banks. But the location of risk in 
the banking system would be different in the two cases. If the central bank pur-
chased the assets and issued notes to pay for them, the commercial banks would 
receive the notes as the asset matching the deposits and these extra assets would 
be claims on the central bank. The risk that the bonds, equities and so on might 
fall in value would therefore lie with the central bank. On the other hand, if the 
commercial banks bought assets from non-banks and paid for them by crediting 
sums to deposits, the risk of falling asset values would lie with the commercial 
banks. The possibility of severe losses on the assets it acquires can be a constraint 
on large-scale expansionary open market operations by a central bank. Whether 
this risk of loss ought to constrain the central bank is a matter of debate. The 
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Excess base and excess holdings of sight deposits did not help asset 

prices or stimulate economic activity; instead they led to shifts in 

the relative sizes of the components of a broad money measure (i.e. 

because of transfers of money between different types of deposit), 

but such shifts were of no signifi cance to the wider economy. By 

contrast, the changes in the money supply (on the standard M2 

plus CDs defi nition) and broadly defi ned liquidity were in the 

same ballpark as the changes in private domestic demand. No one 

knows what would have happened if offi cial action had instead 

been focused on raising the growth rates of broad money, but it 

is plain that the persisting low growth rates of broad money were 

accompanied by further asset price disappointment and negligible 

increases in nominal GDP.13

What about bank credit? In the early and mid-1990s Japan’s 

banks took a lenient attitude towards borrowers who could not 

repay, or even service, their loans, hoping that with the return of 

better times the quality of the loans would improve. They added 

interest to loan principals, even if there was little likelihood of the 

 author is grateful to Milton Friedman and Allan Meltzer for an exchange of e-
mails that helped to clarify his thinking on the topic. 

13 As noted earlier in Chapter 2, Krugman claimed in The Return of Depression Eco-
nomics that Japan was in a liquidity trap in the late 1990s (pp. 70–77). Since the 
central bank discount rate was already at zero, it was obviously true that the 
central bank could not drive interest rates lower by expansionary open market 
purchases. But Krugman was writing about only one kind of trap (which might 
be termed ‘the narrow trap’), that which arises when the short-term interest rate in 
the money markets cannot be reduced by increases in the monetary base. Keynes’s own 
trap was different. It arose when increases in the broadly defi ned quantity of money 
could not reduce the yield on government bonds and might be called ‘the broad trap’. 
Since the rates of growth of broad money stayed very low in Japan throughout 
the prolonged malaise, no one knows whether it suffered from Keynes’s liquidity 
trap. (The author distinguished between the narrow and broad liquidity traps in 
two research papers in the March 2003 and April 2003 issues of Lombard Street 
Research’s Monthly Economic Review.) 

borrowers’ early fi nancial rehabilitation. The loan assets of Japan’s 

domestically licensed banks therefore rose from 435.7 trillion yen 

at end-1991 to 475.7 trillion yen at end-1997, with a compound 

annual rate of increase of 1.5 per cent. But after the announcement 

of a ‘Big Bang’ of fi nancial reform by Prime Minister Hashimoto 

in November 1996 the banks took a more robust line and began 

to write off bad loans. From the end of 1997 to the end of 2003 

the loan assets of Japan’s domestically licensed banks fell from 

475.7 trillion yen to 407.1 trillion yen, with a compound annual 

rate of decline of 2.6 per cent. If bank credit by itself were critical 

to the behaviour of the economy, a fair expectation would be that 

these six years would be signifi cantly worse for asset prices and 

domestic demand than the previous six.

In fact, Japanese macroeconomic conditions in the six years 

to end-2003 were much the same as in the six years to end-1997. 

Share prices had their ups and downs, but their average rate of 

decline in the later six-year period was less than in the earlier. The 

rate of growth in private domestic demand was a shade higher in 

the earlier period (0.8 per cent a year) than in the later period (0.2 

Table 5  Growth rates of different money concepts and private 
domestic demand in Japan, 1999–2003, % p.a.

 Banks’  Monetary M1 M2 plus Broadly Private
 cash  base  CDs defi ned domestic
 reserves      liquidity demand

1999   23.6   44.5  10.5  3.6  3.3   0.8
2000   −5.9 −19.9    8.2  2.1  3.1   2.8
2001   36.8   19.4    8.5  2.8  2.5 −0.6
2002 155.2   11.8  27.6  3.3  0.5   0.4
2003   51.4   12.0    8.2  1.7  0.6   2.4

Note: Figures for cash reserves are average of year. Otherwise data relate to year-
end, except those for domestic demand, which are for whole year.
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per cent a year), but the difference was trifl ing. Non-residential 

investment – which some economists might expect to be particu-

larly sensitive to ‘credit conditions’ – was slightly stronger in the 

later period than in the earlier. In short, the change in the trend of 

bank credit after Hashimoto’s Big Bang had minimal effect on key 

economic variables. 

The Japanese economy’s ability to shrug off the bank credit 

contraction from 1997 stemmed from the relative stability of 

monetary growth. As in the USA during and after the Great 

Depression, the critical fi nancial variable for the economy was 

neither the behaviour of bank credit alone nor the composition 

of banks’ assets, but the quantity of money. Banks compensated 

for the decline in their loan assets by increasing their holdings of 

securities, particularly government bonds. Japan’s domestically 

licensed banks’ holdings of government bonds more than trebled 

from under 30 trillion yen at the end of 1996 to over 90 trillion 

yen at the end of 2003. The expansion in their government bond 

holdings was roughly similar in size to the contraction in their loan 

assets. As a result the shrinkage of loan portfolios did not lead to 

a decline in total assets or, on the other side of the balance sheet, 

to a fall in deposit liabilities. In fact, the money supply still grew 

in these years, even if only slowly. Arguably, policy-makers could 

have been more deliberate and aggressive in offering government 

bond issues that would have been attractive to the banks, and 

so encouraging them to expand their balance sheets and deposit 

liabilities more rapidly.14 

14 The author advocated large-scale purchases of  long-dated  government bonds 
from non-banks by the government itself in order directly to increase the quantity 
of broad money in an article in Central Banking in 2002 (see Tim Congdon, ‘What 
is to be done about Japan’s fi nancial crisis?’, Central Banking, vol. 12, no. 4, May 
2002, pp. 67–72).

The larger lesson of the Japanese malaise is that traditional 

monetary theory provides correct insights into the determination 

of both asset prices and national income. As that theory recog-

nises, full macroeconomic equilibrium requires that the quantity 

of money – broadly defi ned to include all money balances – be will-

ingly held at prevailing levels of asset prices and national income. 

So the behaviour of the quantity of money must be monitored, 

both to help businessmen and investors in the interpretation of 

the economic scene, and to guide policy-makers towards the right 

decisions. Neither a sub-set of monetary assets (i.e. the monetary 

base or M1) nor bank credit alone has given reliable signals to the 

cyclical fl uctuations and asset price instabilities experienced by 

the Japanese economy since the mid-1980s. 
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The purpose of this study has been to demonstrate the 

importance of money, based on broad defi nitions, to asset 

prices and economic activity (and ultimately to the price level of 

goods and services). Historical experience – as reviewed in the 

last two chapters – has shown that the direction of causation is 

from money to asset prices and expenditure, not the other way 

round. The Kaldorian critique and the analysis of the narrow-

money school do not stand up. Another critique of the monetary 

approach needs to be discussed, however. Numerous statements 

can be found – at both the popular level and in the publications of 

professional economists – to the effect that ‘credit’ is relevant to 

the determination of both asset prices and national expenditure. 

Indeed, some authors put credit ahead of money. This chapter will 

argue that the elevation of credit by itself to a prominent role in 

national income determination is a mistake. On the other hand, 

it very much endorses the proposition that a particular type of 

credit, namely bank credit, is important to the business cycle. The 

signifi cance of bank credit arises not from its independent infl u-

ence on economic variables, but from the part it plays in money 

creation. 

5  CREDIT, EXPENDITURE AND ASSET 
PRICES 

Currency and banking schools

Some of the trouble in understanding this subject stems from 

imprecision in the use of words. Disputes about the meaning of 

words were a recurrent element in the protracted battle of ideas 

between the currency and banking schools in England in the early 

nineteenth century. Even in the late nineteenth and early twentieth 

centuries terminology had not settled down. A common practice 

was to describe bank deposits as ‘credit’, because they arose from 

the extension of credit by the banks.1 Nowadays, by contrast, 

the accepted convention is that bank deposits are ‘money’. The 

uncertainties about words were accompanied, however, by deeper 

and more substantive disagreements. One of the earliest enthusi-

asts for a credit-based explanation of prices was John Stuart Mill 

in Chapter XII of Book 3 of Principles of Political Economy. In his 

words, ‘It is obvious . . .  that prices do not depend on money, but 

on purchases.’ Further, 

Credit which is used to purchase commodities, affects prices 

in the same manner as money. Money and credit are thus 

exactly on a par in their effect on prices; and whether we 

choose to class bank notes with the one or the other, is in 

this respect entirely immaterial.2

The diffi culty with these remarks is that they are not placed in 

a convincing theoretical schema. Mill was acerbic in his references 

to ‘the doctrine of the infancy of society and of political economy’, 

stating that ‘the quantity of money compared with that of commod-

1 David Laidler, The Golden Age of the Quantity Theory (Hemel Hempstead: Philip 
Allan, 1991), pp. 14–15. 

2 V. W. Bladen and J. M. Robson (eds), Principles of Political Economy, vol. III of 
Collected Works of John Stuart Mill (London and Toronto: Routledge & Kegan Paul 
and University of Toronto Press, 1965, originally published 1848). 
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ities determines general prices’. But the truth is that this doctrine, 

far from being abandoned at the ‘infancy of political economy’, has 

been rigorously developed – at the level of individual agents and 

for all individuals in the aggregate, and in both partial and general 

equilibrium models – since Mill’s day. As set out in Chapter 1 (for 

the markets in goods and services) and in Chapter 2 (for assets), one 

of the triumphs of monetary analysis is to reconcile the equilibrium 

of individual money-holding agents with equilibrium between the 

demand for and supply of money in the economy as a whole. No 

similar exercise has been carried out with credit-based theories. 

Indeed, attempts to develop credit-based theories for the 

economy as a whole face a serious, perhaps insurmountable, 

conceptual problem. Mill is right that in any particular transac-

tion prices ‘do not depend on money, but on purchases’, and that 

an isolated purchase can be fi nanced by credit. But the question 

has to be asked, ‘Where does the credit come from?’ Assuming 

that expenditure is not fi nanced from money or asset holdings, 

any one agent can spend above income because it has received 

credit, but the agent extending credit has to offset this by spending 

beneath income. A person or a company can receive credit from or 

extend credit to another person or company, but a society cannot 

– in net terms – receive credit from or extend credit to itself. If 

international complications are ignored, the sum of net credit in 

any economy in any period is zero. No economist has developed 

a theory in which credit by itself determines the aggregate price 

level, because any such theory would be logically impossible. A 

purchase fi nanced by credit can infl uence prices in an isolated 

transaction; purchases fi nanced by credit cannot determine the 

overall price level because all agents taken together cannot be net 

recipients of credit. 

Modern proponents of credit

But this diffi culty – so compelling at the aggregate level – has 

not deterred economists from assembling sentences and para-

graphs (‘quasi-theories’) in which credit is given a starring role. 

In a chapter on ‘A general theory of reform’ in his 1973 book on 

Economics and the Public Purpose, Galbraith wanted ‘to reduce . . . 

for all time the use of monetary policy’. He saw monetary policy 

as equivalent to ‘reducing or increasing . . .  the amount of money 

available for borrowing’, and claimed it suffered from intrinsic 

uncertainty about its effects. In his words, ‘No one knows what 

the response to a greater or less availability of funds for borrowing 

will be or when that response will occur, for the reason that the 

factors that govern such response are never the same from one 

time to the next.’ He also opposed – apparently at any time and in 

any economy – interest rates increases to limit credit ‘and there-

with the volume of spending from borrowed funds and therewith, 

also, for that matter the supply of money’.3 

Much has gone wrong here. To repeat, at the aggregate level, 

the concept of ‘the amount of money available for borrowing’ is 

vacuous. In net terms the amount of credit is, always and every-

where, precisely nil. Of course, a sum can be borrowed and lent, 

recorded in a written IOU and registered in a balance sheet. 

Further, it may survive from period to period, adding to the gross 

totals of credit and debt outstanding. Galbraith is simply wrong, 

however, to equate ‘the volume of spending from borrowed 

funds’ with ‘the money supply’, unless he defi nes the phrase ‘the 

money supply’ in an idiosyncratic way. True enough, when a bank 

extends new credit, it normally increases its assets and its deposit 

3 John Kenneth Galbraith, Economics and the Public Purpose (Boston, MA: Houghton 
Miffl in, 1973), pp. 308–9. 
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 liabilities, and the deposit liabilities are money. But borrowing and 

lending are also performed between non-bank agents, and in such 

cases no new money is created. When a company extends credit to 

a customer (helping it ‘to spend from borrowed funds’), the level 

of trade credit expands, but trade credit is not money. Similarly, 

when a fi nancial institution purchases a bond newly issued by a 

company (also helping it ‘to spend from borrowed funds’), the 

level of credit in the bond market expands, but corporate bonds 

are not money. Vast amounts of lending and borrowing, of credit 

extension and registration, can take place, without affecting the 

quantity of money. 

Despite the conceptual insecurity of credit-based theories 

of the price level, Galbraith has had several successors. One of 

the most infl uential has been Benjamin Friedman, professor of 

economics at Harvard University, who in the 1980s published 

a number of papers examining the facts of the relationships 

between money, credit and national income in the USA in the 

twentieth century. He did not propose an elaborate large-scale 

econometric model, but confi ned the analysis to bi-variate annual 

relationships between nominal money and nominal GDP, real 

money and nominal GDP, credit and real GDP, and so on. ‘Credit’ 

was measured by domestic non-fi nancial credit (i.e. the stock of 

credit extended to the non-fi nancial sectors of the US economy, 

including the public sector and the non-fi nancial private sector). 

He corroborated the fi ndings of, for example, Milton Friedman 

and Schwartz that ‘[m]oney growth consistently helps explain 

both nominal and real economic growth’. But there was a sting 

in the tail. In addition to money helping in the explanation of 

incomes and output, ‘nominal and real income growth typically 

helps explain money growth’ and – according to certain rigorous 

statistical techniques – that makes the pattern of causation ambig-

uous. By contrast, ‘credit growth helps to explain nominal income, 

but not vice versa, in the second half of the post-war period’ and 

‘[f]or the post-war period as a whole, credit growth again helps 

to explain nominal income growth, while the reverse effect is 

only marginally signifi cant’.4 (The quotations are from a paper 

published in 1986. Benjamin Friedman’s post-war period was 

from 1947 to 1982, and it was split into two sub-periods, 1947–65 

and 1966–82.) 

Benjamin Friedman’s work appears unsettling for the 

supporters of the monetary theory of national income deter-

mination. Its point is not that the monetary approach is wrong, 

but that it may not be the only or even the most persuasive way of 

describing the real world. Benjamin Friedman’s results are unsat-

isfactory in a crucial respect, however: they are measurement 

without theory. To be more specifi c, they are highly aggregative, 

and do not acknowledge the wide variety of agents and motives 

involved in the fi nancial transactions that lead to the growth of 

‘domestic non-fi nancial credit’. When an attempt is made to link 

the agents and motives in particular credit transactions to such 

variables as nominal GDP, the implausibility of a credit-based 

theory becomes clear. Two types of credit were particularly 

important in the post-war period, credit to the government (i.e. 

the budget defi cits that led to the growth of the public debt) and 

mortgage credit to individuals, predominantly to purchase houses. 

Careful refl ection shows that there is unlikely to be a robust 

4 Benjamin M. Friedman, ‘Money, credit and interest rates in the business cycle’, 
in Robert J. Gordon (ed.), The American Business Cycle: Continuity and Change 
(Chicago and London: University of Chicago Press, 1986), pp. 395–458. The quo-
tations are from pp. 421–2. 
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 relationship between such credit and the expenditure components 

of GDP, unless the monetisation of debt via the banking system is 

the heart of the story. 

Public debt may be taken fi rst. Why should there be a rela-

tionship between it and either public or private expenditure? The 

Galbraithian quasi-theory might be invoked, on the grounds that 

a budget defi cit enables the government ‘to spend from borrowed 

funds’. But in most societies the bulk of government expenditure 

is fi nanced from taxation and the ratio of tax to national income 

varies substantially over time. Inspection of the data shows that 

government expenditure is not clearly related to either the level 

or the rate of change of public debt. Moreover, the same net-

credit-is-always-nil objection applies as before. To the extent that 

the government can spend more because it is borrowing, other 

agents (i.e. in the private sector) have to spend less because they 

are lending. To escape from this box, public debt has to alter the 

behaviour of private agents through portfolio effects. If Benjamin 

Friedman’s analysis were on the right lines, private-sector expend-

iture ought somehow to be a positive function of public debt. 

But – unless the public debt is monetised – there is neither a 

convincing theory nor a substantial body of evidence to argue for 

this proposition. Indeed, a salient feature of historical experience 

is that the ratios of public debt to GDP can vary enormously over 

time, taking values between nil and over 200 per cent. 

What about mortgage credit? The diffi culty here is even more 

basic. An obtrusive fact about housing markets all over the world 

is that the purpose of most mortgages is to acquire an existing 

house (this is certainly the case in the USA). In other words, when 

it extends a mortgage, a bank is likely to be lending to an indi-

vidual to buy a house that has already been built (i.e. that formed 

part of past output). But how then can the loan contribute to extra 

expenditure on goods and services or – in other words – to the 

expenditure that fi gures in the textbook circular fl ow of current 

output and expenditure? The mortgage money is absorbed by 

the purchase price of the house; the borrower cannot ‘spend from 

borrowed money’ (to use Galbraith’s phrase again), in the sense 

of spending on consumption and thereby adding to national 

expenditure.5 Indeed, to the extent that credit is extended in 

order to purchase assets, there is no immediate effect on national 

expenditure, output and income whatsoever. Instead credit of 

this kind facilitates transactions in assets. Such transactions may 

fi gure in Keynes’s fi nancial circulation, and – as we saw in Chapter 

2 – the fi nancial and industrial circulations are interrelated. But 

loans to purchase existing assets do not have any initial impact on 

the circular fl ow of income and expenditure where, according to 

the elementary textbooks, national income is determined.6 

In fact, because most lenders require collateral to give them 

comfort that a loan will be repaid, the great bulk of credit to 

5 It is true that once the vendor has received the proceeds of the mortgage loan he 
or she may decide to consume part of them. Another response, however, is to 
reinvest in another asset, including possibly a fi nancial asset. The central point in 
the text – that mortgage lending has no direct or certain effect on the circular fl ow 
of income and expenditure – is correct, despite the wide variety of eventual des-
tinations of mortgage funds. (For further discussion, see Congdon and Turnbull, 
‘Introducing the concept of “mortgage equity withdrawal”’, in Tim Congdon, Re-
fl ections on Monetarism, pp. 274–87, as well as several recent papers by Bank staff 
in the Bank of England’s Quarterly Bulletin.)

6 This point may cause puzzlement. In macroeconomic jargon, national expendi-
ture consists of consumption and investment, where investment represents the 
acquisition of newly created capital assets, i.e. extra capital goods that form part 
of the current period’s output and require resources of labour, capital and so on 
to be produced. Turnover in existing capital assets can be enormous relative to in-
vestment in this sense, but because the assets have already been made purchases 
are not a contribution to current output and sales are not a deduction from it. 



m o n e y  a n d  a s s e t  p r i c e s  i n  b o o m  a n d  b u s t

116 117

c r e d i t,  e x p e n d i t u r e  a n d  a s s e t  p r i c e s

the private sector is to purchase existing assets of some kind. 

While this feature of real-world credit is particularly obvious 

with mortgage lending to individuals, it is also true of lending 

to companies and fi nancial institutions. Companies borrow 

from banks typically to make an investment in an existing asset 

(the purchase of another company, the acquisition of a building 

or piece of land, additions to inventories of raw materials or 

fi nished goods) and, in almost every case, the bank checks that 

it has adequate collateral. Occasionally companies borrow from 

capital markets with a vague explanation on the lines of ‘for 

general corporate purposes’, but stock market analysts distrust 

companies that do this too often. It may be a sign that they 

are borrowing in order to cover negative cash fl ow, but such 

Galbraithian ‘spending from borrowed funds’ cannot be recur-

rent because the company will eventually go bust. 

In short, most loans to the private sector are to fi nance the 

acquisition of existing assets; they have no fi rst-round effect on 

national expenditure and income. The Galbraithian quasi-theory 

of ‘extra spending from borrowed funds’, and Benjamin Fried-

man’s attempts to promote a credit-based theory of national 

income determination from long runs of empirical data, break 

down when confronted with well-known facts of real-world econ-

omies. Although the Benjamin Friedman fi ndings are thought-

provoking, they need to be backed up by an explicit theory of the 

relationship between credit and national income. Without such a 

theory, his critique of the monetary approach is not persuasive.7

7 In fact, the empirical regularity behind Benjamin Friedman’s fi ndings – that in 
the USA non-fi nancial debt and nominal GDP had grown at similar annual rates 
between 1947 and 1982 – broke down in the 1980s. From 1982 to 1987 non-fi nan-
cial debt increased at an annual compound rate of 13.4 per cent, whereas nominal 
GDP increased at an annual compound rate of 7.8 per cent. 

Clearly, the observation that in the real world credit is 

directed, overwhelmingly, to the purchase of assets is awkward 

for those credit-based theories in which credit is supposed to 

affect purchases of goods and services (and so national income). 

The prominence of credit in asset acquisition, however, has 

generated another quasi-theory, that the amount of ‘borrowing’ 

has a bearing on the level of asset prices. Numerous loosely theor-

etical remarks on these lines are found in the fi nancial press and 

popular business books, but sometimes they migrate to more 

serious works. One example is a recent volume on Bubbles and 

How to Survive Them by the fi nancial economist John Calverley. 

In it he proposes – if in a fairly casual way – a theory in which 

the quantity and terms of mortgage lending affect the level of 

house prices. 

After pointing out the contrasting behaviour of household 

debt in leading industrial nations in the fi ve years to 2003 (with 

debt soaring in the USA, the UK and Australia, where house prices 

were increasing, but debt static in Japan and Germany, where 

house prices were fl at), he suggested that ‘the bulk of the increase 

in debt can only be explained in relation to home prices’.8 His 

view is that well-capitalised banks may be tempted to relax their 

lending standards and to increase the multiple of income they 

lend to mortgagors. As a result, the level of house prices varies 

according to the lending practices of the banks. ‘[W]hen mort-

gages are agreed based on the appraised value of a house, while 

the value of housing is pushed higher by the easy availability of 

mortgages, there is a serious risk that house prices can reach 

extreme levels.’ More generally, asset price ‘bubbles normally do 

8 John P. Calverley, Bubbles and How to Survive Them (London and Boston. MA: 
Nicholas Brealey Publishing, 2004), p. 107. 
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not develop without signifi cant lending being involved, usually by 

banks’.9

Once again, the trouble with this hypothesis is that it is not 

grounded in a rigorous theory. Of course, if a particular home-

buyer is able to borrow fi ve times income rather than three times, 

he or she can pay more for a house. Certain individuals may be so 

fi nancially inept that once the mortgage is available they pay up 

for the house, regardless of the wider economic picture. But most 

people are not like this. They make a judgement also about the 

appropriateness of the price of a particular house relative to the 

prices of numerous other similar houses, while wealth-holders in 

general are constantly comparing the price level of houses with 

that of other assets. Is Calverley claiming that mortgage borrowing 

affects both house prices and all asset prices, or only house 

prices? And what is the mechanism at work? Does the change in 

mortgage lending determine the level or the change in the value 

of the housing stock? Or is it the stock of mortgage lending which 

determines these variables? What are the testable hypotheses of 

the theory (or quasi-theory) under consideration?

These questions may seem pedantic, but they suggest a way 

of confronting the lending-determines-asset-prices quasi-theory 

with an overwhelming counter-argument. Suppose that banks 

had no loan assets (i.e. there was no bank credit and, indeed, no 

mortgage credit), but that the money supply took a positive value 

because banks held government bonds and cash. Would the value 

9 Ibid. The quotations are from pp. 110 and 161. The lending-determines-asset-
prices quasi-theory is also found in Derek Scott’s study of macroeconomic policy 
in the 1990s, Off Whitehall (London: I. B. Tauris, 2004). See p. 88, where it is 
said that ‘excessive optimism will lead to unwise borrowing’, which ‘will lead to 
an asset price boom (particularly equities and housing)’. Such statements have 
become legion. 

of the housing stock collapse to nothing because of the absence 

of mortgage credit? Merely to put the question is to identify a 

decisive fl aw in the lending-determines-asset-prices theory. Of 

course houses would have value in an economy without mortgage 

credit. The correct theory must start from a proposition in which 

money is a key operative term. More precisely, agents are in equi-

librium only when they are satisfi ed with the valuations of all 

assets (houses, equities, land, antiques) and the relative amounts 

of money and non-money assets in their portfolios. 

It is obvious that a society can be entirely without mortgage 

credit and housing fi nance, and yet houses will have a positive 

value. By extension, a society can have a stock of mortgage credit 

and a freeze on all new mortgage credit, and yet still experience rapid 

house price increases because the quantity of money is rising too 

quickly. The monetary expansion may be due to heavy govern-

ment borrowing from the banking system and so have nothing 

whatever to do with mortgage credit. But – because every agent 

has a fi nite demand for real money balances, because goods can 

be sold for assets and assets for goods, and because of the pervas-

iveness of arbitrage between assets (as explained in Chapter 2) 

– high money supply growth is associated with high house price 

infl ation. It is money, not credit, which is relevant to determining 

the general level of asset prices.10

Another way of seeing this point is to recall one message of 

Chapter 3. It was shown there that the portfolio behaviour of large 

fi nancial institutions, such as pension funds and life assurance 

10 When Calverley comes to consider asset busts and the risk that the economy may 
fall into a ‘liquidity trap’, his discussion is about the adequacy of money balances, 
not about bank borrowing or credit. See Calverley, Bubbles, pp. 177–9. Why are 
asset prices explained by money in a bust, but by credit in a boom? 
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companies, had a powerful bearing on asset price movements in 

the UK in the closing decades of the twentieth century. But most 

of these institutions either never borrowed or did so only for 

temporary and special reasons (such as to cover a very short-term 

timing mismatch in security transactions or to support an invest-

ment in commercial property). By contrast, over the medium term 

the growth rate of these institutions’ money holdings had a clear 

relationship with the growth rate of their total assets. Money, not 

borrowing or credit, was what mattered in large institutions’ port-

folio decisions. 

The common belief in the macroeconomic importance of 

credit stems from a confusion. In recent decades a characteristic 

feature of most banking systems is that the growth of liabilities 

(dominated by deposits, i.e. by money) has been highly correlated 

with the growth of bank credit, where ‘bank credit’ is to be under-

stood as bank lending to the private sector. As national income 

and asset prices are correlated with money, it has been tempting 

to say also that national income and asset prices are correlated 

with bank credit. Some economists go farther. Since it is undoubt-

edly true that new bank loans usually create new bank deposits, 

they accord credit the primary role in the process. Their mistake 

is twofold. 

First, they need to check whether non-bank credit has the 

same power to alter macroeconomic outcomes as bank credit. As 

it happens, abundant data on various types of non-bank credit 

(such as trade credit and new bond issues) are compiled by offi cial 

statistical agencies in most countries. Tests need to be carried out 

to see whether such non-bank credit variables have a clear relation-

ship with other macroeconomic numbers. As far as the author is 

aware, no economist has proposed that nominal national income 

is a function of trade credit or new bond issuance, and no worth-

while econometric results hint at the validity of such propositions. 

It follows that credit matters to macroeconomic outcomes only 

when it is extended by banks and is accompanied by the creation 

of money. 

Second, banks can expand in two ways: by making new 

loans or by buying existing securities.11 When they buy existing 

secur ities, they are not extending new credit. Nevertheless, their 

liabilities – usually their deposit liabilities (i.e. money) – increase 

because they must give IOUs to the sellers of the securities. 

Conversely, banks can shrink their balance sheets by selling secur-

ities. It follows that money can expand or contract even when bank 

credit is unchanged. In some periods the infl uence of the banks’ 

securities transactions on changes in the quantity of money has 

been greater than the infl uence of their credit activities. If credit 

were the key macroeconomic variable, these periods ought to have 

seen a breakdown in the standard relationships between money 

and the economy. Is that what has been observed in practice? 

Strictly speaking, a large-scale empirical exercise – dealing 

with many countries in many periods – is needed to answer this 

question. The discussion here has to be rather truncated and will 

concentrate on British experience. As it happens, the post-war 

decades have seen a marked trend for banks to shed securities and 

to build up loan portfolios. In the late 1940s UK banks’ assets were 

dominated by holdings of government bonds; nowadays such 

holdings are a tiny proportion of total assets. Indeed, in the last 

11 This is a simplifi cation, as liabilities also expand when banks take cash deposits 
from the public and when they book profi ts by charging interest. Note also that 
purchases of securities add to the quantity of money only when the purchases are 
from private-sector non-banks. 
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30 years the growth rates of bank credit to the private sector and 

the growth rates of deposits in the M4 money defi nition have been 

closely correlated. This period is therefore unsuitable for testing 

the theory that it is the quantity of money, not the type of assets 

that banks hold, which is relevant to macroeconomic outcomes. 

A better candidate is provided by the period from 1921 to 1945, 

covering both the inter-war period and World War II. In the 1920s 

and 1930s UK banks tried to keep their assets balanced between 

‘advances’ (i.e. bank loans to the private sector) and ‘invest-

ments’, which were predominantly short-dated and medium-

dated government securities.12 They also held signifi cant amounts 

of Treasury bills and commercial bills (so-called ‘liquid assets’), 

which could be easily bought and sold in an organised market, and 

were often purchased with cash by the Bank of England. Figures 11 

and 12 show the changing composition of London clearing banks’ 

assets between 1921 and 1945.13 The 1920s saw a rise in the share 

of advances in total assets, from 40.6 per cent in 1921 to 49.3 per 

cent in 1929, as the banks shed some of the government secur-

ities they had acquired in World War I. The fi gure fell sharply to 

34.6 per cent in 1935, partly because the banks were keen to buy 

safe government securities in the defl ationary circumstances of 

the time. During World War II the banks were prevented from 

expanding their advances to the private sector because military 

expenditure had priority. They were obliged instead to lend to 

the government at an artifi cially low interest rate. (The banks 

accumulated the resulting claims on the government as ‘Treasury 

12 Short-dated securities were defi ned as those having a residual maturity of under 
fi ve years and medium-dated securities as those having a residual maturity of be-
tween fi ve and fi fteen years. 

13 At these dates the London clearing banks dominated the English banking scene 
and the English banking industry dominated that in the UK as a whole. 

Deposit Receipts’, which were deemed to be liquid assets.) By 1945 

advances were under 15 per cent of the London clearing banks’ 

total assets. 

So the 1921–45 period saw large changes in the relative import-

ance of different bank assets, with credit to the private sector 

often moving inversely with other bank assets and having no 

clear correlation with the growth of the money supply. Which 

of the two variables – the money supply or bank lending to the 

private sector – mattered to national income determination? 

The answer is provided by Figures 13 and 14. Figure 13 shows 

Figure 11 Composition of UK banks’ assets, levels, 1921–45
£m

*’Cash’ includes deposit at Bank of England.
Source: Edward Nevin and E. W. Davis, The London Clearing Banks (London: Elek Books, 1970),
pp. 298–9
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that national income and the money supply were correlated, in 

accordance with traditional monetary theory. It is particularly 

striking that national income rose strongly (by almost 66 per cent) 

during World War II, when credit restrictions stopped lending 

to the private sector. Figure 14 plots the London clearing banks’ 

advances against national income. No correlation of any kind 

holds between the two series.14

14 The author carried out regressions of gross national product at factor cost on two 
variables – the money supply (i.e. notes and coin in circulation with the public, 
and the London clearing banks’ deposits) and the London clearing banks’ ad-

Economic theory is not immutable; it changes with fashion 

and in response to events. In the 1930s, 1940s and 1950s British 

monetary economists regarded ‘the money supply’ as the sum of 

notes and coin in circulation with the general public, and virtu-

ally all bank deposits held at UK banks.15 Moreover, because 

loans to the private sector were only a proportion of banks’ 

vances – in the 1921–45 period. The r-squared on the equation with the money 
supply was 0.91, whereas on the equation with advances it was 0.01. 

15 These years were the heyday of Keynes’s infl uence on UK economics. Keynes 
stated his view on the appropriate defi nition of money in a footnote to Chapter 
13 of The General Theory, and specifi cally stated that it was often convenient to 
include time deposits in ‘the quantity of money’. See also footnote 4 on page 90.

Figure 12 Composition of UK banks’ assets, 1921–45
% of assets

*’Cash’ includes deposit at Bank of England.
Source: Edward Nevin and E. W. Davis, The London Clearing Banks (London: Elek Books, 1970),
pp. 298–9
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Figure 13 National income and money, 1921–45
£m

Source: Edward Nevin and E. W. Davis, The London Clearing Banks (London: Elek Books, 1970),
pp. 290–2 and pp. 298–9
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total assets, monetary policy was heavily involved with issues of 

debt management.16 The phrase ‘debt management’ described 

the efforts of ‘the authorities’ (i.e. the Treasury and the Bank of 

England) to market government debt in ways that would support 

their wider objectives. Sometimes (as in the 1930s) these object-

ives would be to promote output and employment, while at other 

times (from 1945) they would be to preserve the fi xed exchange 

16 For the prominence of debt management in monetary policy in the 1950s, see 
both the Radcliffe Report itself (Report on the Committee on the Working of the Mon-
etary System [London: HMSO, 1959]) and, for example, the chapter on monetary 
policy by Charles Kennedy, in G. D. N. Worswick and P. H. Ady (eds), The British 
Economy in the Nineteen-Fifties (Oxford: Clarendon Press, 1962), pp. 301–25. 

Figure 14 National income and bank lending, 1921–45
£m

Source: Edward Nevin and E. W. Davis, The London Clearing Banks (London: Elek Books, 1970),
pp. 290–2 and pp. 298–9
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rate between the pound and the dollar, and to restrain infl ation. 

It was uncontroversial that, if commercial banks bought govern-

ment debt, this would increase the amount of money in the 

economy and boost equilibrium national income. In contrast to 

the fashions of the 1990s, monetary policy was not equated with 

bank lending to the private sector and it was regarded as some-

thing more than the adjustment of short-term interest rates to 

keep output in line with trend. It is clear from the basic monetary 

facts of the era – in which changes in banks’ claims on govern-

ment were so fundamental to money supply developments – that 

the emphases of contemporary monetary economists in the 1930s 

and 1940s were sensible. They were right to neglect bank credit to 

the private sector, because such credit did not have a signifi cant 

role in monetary management.17

The larger message from the experience of the inter-war period 

and World War II is the same as that from our earlier review of 

the credit-based quasi-theories of national income. These quasi-

theories do not stand up either when confronted with serious 

theor etical probing or when tested against the facts of the real 

world. Over the last 30 or 40 years bank credit to the private sector 

and the money supply have had a close relationship in most indus-

trial nations, which has misled some economists into believing 

that the valid relationship is between bank credit and nominal 

17 See Harry G. Johnson, ‘Clearing bank holdings of public debt, 1930–50’, Lon-
don & Cambridge Economic Service Bulletin (Cambridge: University of Cambridge 
Department of Applied Economics), November 1951 issue, pp. 1–8, particularly 
the chart on p. 8. The emphasis of British monetary economists on debt man-
agement continued even into the 1950s, when bank credit to the private sector 
was resurgent. The discussion of monetary policy in, for example, F. W. Paish’s 
‘Infl ation in the United Kingdom, 1948–57’, Economica, May 1958, pp. 94–105, is 
largely about the relationship between, on the one hand, fi scal policy and debt 
management and, on the other, the amount of money in the economy. 
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national income, rather than between the money supply and 

nominal national income. It is essential that the statistical testing 

be conducted in periods – such as the 25 years to 1945 – when bank 

credit and the money supply moved in divergent ways. In such 

periods national income is related to the money supply, but not 

to bank credit. Credit by itself does not determine either national 

income or asset prices. The argument of traditional monetary 

theory – that the national income is in equilibrium only when the 

demand to hold money is equal to the money supply, and that 

in this sense the money supply determines national income – is 

correct. Credit-based analyses have never been presented with the 

same level of care and sophistication as the monetary theory of 

national income, and they have not been incorporated in rigorous 

discussions of portfolio selection (i.e. in discussions of asset price 

determination). They must be rejected as inadequate and unsatis-

factory.

Nowadays most accounts of the transmission mechanism of 

monetary policy give pride of place to the level of interest rates 

or even to only one interest rate (i.e. the central bank redis-

count rate) as the economy’s factotum. An alternative approach, 

building on the work of Irving Fisher, Patinkin and Friedman, sees 

expenditure decisions as motivated by individuals’ attempts to 

bring actual money balances into line with the demand to hold 

them. Many introductory statements in this tradition focus on 

the effect that these attempts have initially on expenditure on 

goods and services, and eventually on the price level. They rely 

for their conclusions on two features of the adjustment process, 

the stability of the desired ratio of money balances to expenditure, 

and the distinction between the ‘individual experiment’ and the 

‘market experiment’ in a closed circuit of payments where the 

quantity of money is kept constant. This paper has shown that the 

same sort of story can be told about asset markets, relying on the 

stability of fi nancial institutions’ desired ratio of money balances 

to asset totals and the invariance of the pool of institutional 

money balances as asset prices are changing. It follows that, when 

the quantity of money held by key players in asset markets rises 

or falls abruptly by a large amount, powerful forces are at work to 

increase or lower asset prices.

Of course, the notion of a closed circuit of payments – for 

6  CONCLUSION: MONEY AND ASSET 
PRICES IN THE TRANSMISSION 
MECHANISM 
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either goods and services or assets – is a simplifi cation. In the real 

world, markets in goods and services are not separate from asset 

markets. If excess money leads to a rise in asset prices, almost 

certainly the rise in asset prices will infl uence expenditure on 

goods and services. As noted in Chapter 1, in his 1959 statement to 

the US Congress, Friedman compared the rounds of payments as 

agents seek to restore monetary equilibrium (i.e. the equivalence 

of the demand for and supply of money balances) to a game of 

musical chairs. In Chapter 3 of this monograph the venue for the 

game of musical chairs was the UK economy, including its asset 

markets. Moreover, because of the availability of sectoral money 

supply data in the UK since 1963, it has become possible to say 

more about the identity and behaviour of the main players in 

the game. Three types of player in the UK in the 40-year period 

under review were individuals as such, companies and fi nancial 

institutions. Companies and fi nancial institutions were particu-

larly active in asset price determination. It has been shown that 

the corporate and fi nancial sectors’ money balances were consist-

ently more volatile than personal-sector money, and the volat-

ility in their money holdings was refl ected in asset prices. The 

relevant quantity of money here has to be an all-inclusive or broad 

money measure, partly because, in modern circumstances, agents 

managing large portfolios do not have signifi cant note holdings.

Very high growth rates of broad money were therefore respons-

ible for the asset price exuberance in the upturn phase of both the 

Heath–Barber boom in the early 1970s and the Lawson boom in 

the late 1980s, and subsequent very sharp declines in broad money 

growth were responsible for the asset price busts that followed. It 

has been possible to give an account of events with only an occa-

sional reference to interest rates. Changes to expenditure on goods 

and services, and decisions to buy and sell assets, could be inter-

preted as responses to excess or defi cient money holdings, not 

to the putative effect of an interest rate on investment or stock-

building. In the same spirit as the ‘monetary’ view espoused by 

Friedman and Meiselman back in 1964, the adequacy of agents’ 

money holdings impinged on a very broad ‘range of assets’ and 

affected a very wide range of ‘associated expenditures’. 

The phrase ‘too much money chasing too few goods’ has been 

used to characterise an economy suffering from infl ationary pres-

sures and it does indeed convey the essence of the transmission 

mechanism as seen by Fisher, Patinkin and Friedman. The phrase 

‘too much money chasing too few assets’ was used during the 

Heath–Barber and Lawson booms in the UK, and again captures 

the spirit of the analytical sketch of asset price determination 

set out in this paper.1 But in truth the right phrase is ‘too much 

money chasing too few assets and too few goods’, because asset 

markets are linked with markets in goods and services. One 

puzzle about the period discussed in the paper is that, while the 

Heath–Barber boom demonstrated the power of excess money 

growth to disturb asset markets and cause infl ation, an essentially 

similar sequence of events was played out less than twenty years 

later with equally disastrous results. The puzzle is heightened 

by the apparent commitment of the Conservative government 

1 The author used the phrase ‘too much money chasing too few assets’ in a news-
paper article in The Times of 9 January 1986, in a reaction to the recent sharp 
upturn in money supply growth. But it was recognised that infl ation was not im-
minent. Immediately after the mention of money and assets, the comment was, 
‘But it is nonsense, while unemployment remains above three million, industry 
has abundant spare capacity and there is scope to increase output, to say that 
“too much money is chasing too few goods”.’ (The article, ‘Why Lawson must 
repent’, was reprinted as ‘A forecast of a Lawson mini-boom’, in Congdon, Refl ec-
tions on Monetarism, pp. 123–5.)
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from 1979 to ‘Thatcherite monetarism’, including a medium-term 

fi nancial strategy that was intended to outlaw excessive money 

supply growth. Just as ‘monetarism’ had developed in the 1970s 

by the import of largely American ideas, so the abandonment of 

the monetary element in that strategy refl ected the infl uence of 

fashionable academic thinking on the other side of the Atlantic.2 

The decline in academic interest in ‘the real-balance effect’ (or 

whatever short phrase best denotes the genus of the transmission 

mechanism described in this paper) was basic to understanding 

offi cial decisions and their often catastrophic consequences. 

Admittedly, much of the account here has taken narrative 

form and suffers from the possible risk of being too selective with 

facts and fi gures. Two econometric exercises have been under-

taken to address this weakness. In the fi rst, changes in a composite 

asset price index are regressed on changes in non-personal broad 

money (i.e. the M4 balances held by the fi nancial and company 

sectors combined), and in the second, changes in real private 

domestic demand are regressed on changes in real non-personal 

broad money. (Note that private domestic demand is the correct 

measure of demand for the purpose. Government spending must 

be excluded, because government spending is not sensit ive to 

money holdings; exports must be excluded, because they refl ect 

demand conditions elsewhere in the world.) The results – which 

are reported in the annex to this chapter – suggest that non-

personal money holdings did have a signifi cant effect on both 

2 Minford attributes his own thinking on money – particularly his view that bank 
credit, bank deposits and the banking system are irrelevant to macroeconomic 
outcomes – to an American economist, Eugene Fama, and especially to two pa-
pers written by Fama in 1980 and 1983. See Minford, Supply Side Revolution, p. 73, 
and Minford, Markets not Stakes, p. 103. 

asset prices and expenditure.3 In short, the UK’s boom–bust cycles 

in the closing four decades of the twentieth century refl ected 

extreme fl uctuations in money supply growth. Excess money 

was accompanied by asset price buoyancy, and provoked both 

above-trend growth in demand and exchange rate weakness. The 

eventual result was higher infl ation. Similarly, defi cient money 

was associated with asset price declines and slowdowns (or even 

contractions) in demand. 

As shown by the review of US and Japanese experience at 

very different stages of the twentieth century in Chapter 4, the 

same sort of analytical framework can be readily applied to other 

nations at other times. In our discussion of the asset price oscil-

lations that accompanied the Great Depression in the USA and 

preceded the Japanese malaise in the late 1990s, it has been essen-

tial to refer to an all-inclusive (or ‘broad’) measure of money. 

Several leading economists believe that narrow money measures 

are more useful and reliable in interpreting the behaviour of 

demand than broad money measures, with some even seeing a 

connection between the monetary base alone and macroeconomic 

conditions.4 But in advanced industrial nations signifi cant wealth-

holders do not even consider notes and coin when reviewing 

3 According to one analyst highly critical of the role of the money supply as policy 
guides, the results of his work showed that ‘money holdings of OFIs might be the 
best leading indicator of money income of all the monetary variables’, although 
qualifying this by noting that in Q2 1990 his equation over-predicted the OFIs’ 
money holdings. He appeared not to entertain the possibility that the under-
prediction relative to the equation indicated that the OFIs were short of money 
balances, and that this might affect future asset values and the economy (Garry 
Young, The infl uence of fi nancial intermediaries on the behaviour of the UK economy 
[London: National Institute of Economic and Social Research, Occasional Papers 
no. 50, 1996], p. 97).

4 To be specifi c, Minford and McCallum favour the monetary base as a measure of 
monetary conditions, and Meltzer favours M1. 
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portfolios and taking major investment decisions. Nowadays all 

meaningful transactions in assets are conducted, and have long 

been conducted, by means of payment instructions against bank 

deposits. In practice, even time deposits can be easily mobilised 

by a phone call to one’s bank manager. The claim that companies, 

fi nancial institutions and wealthy individuals balance monetary 

base assets against non-monetary assets, and that they ignore 

bank deposits, is preposterous. The truth is instead that agents in 

control of large asset pools are hardly aware of their note and coin 

holdings, if indeed they have any at all. What matters to them in 

their portfolio decisions is their overall liquidity (i.e. the assets 

that can be moved quickly and at little cost, to effect purchases of 

less liquid higher-return assets). Moreover, bank deposits – and 

usually time deposits – are much the largest component of such 

liquidity totals. Keynes, in both his two classics, The Treatise on 

Money and The General Theory of Employment, Interest and Money, 

and Friedman and Schwartz, in their Monetary History of the 

United States, favoured money measures that included all bank 

deposits (meaning demand and time deposits), although in 

some circumstances they saw the virtues of a yet wider measure 

embracing other liquid assets. This support for broad money 

measures can be interpreted as part and parcel of a wider vision 

of how a modern economy works. In that vision money affects 

business activity largely through its effects on wealth portfolios 

and asset values. 

The behaviour of the quantity of money, on the broad defi ni-

tions, was fundamental to understanding the UK economy’s 

changing cyclical fortunes over the 40-year period examined in 

this study, the stock market crash and the associated macroeco-

nomic trauma in the USA between 1929 and 1933, and the stock 

market boom and bust in Japan in the late 1980s and early 1990s.5 

The behaviour of the quantity of money, on the broad defi ni-

tions, will remain fundamental to understanding the behaviour of 

market economies in future. 

Annexe

This paper has argued that the behaviour of the quantity of 

5 An anonymous referee has wondered whether the asset price excesses seen in 
economic history (the tulip mania, the South Sea bubble, etc.) are also to be ex-
plained in money supply terms. Of course, this is an enormous question, related 
to the much debated topic of the relative importance of real and monetary forces 
in business cycle fl uctuations. The diffi culty with identifying a link between the 
money supply (understood as a concept with a signifi cant component in the form 
of bank deposits) and asset prices before the thirteenth and fourteenth centuries 
is that the banking system was embryonic. Of course, in the absence of banks, 
the money stock was dominated by the precious metals, not by bank deposits. 
Later the problem changed. Even when banks started to become common, mean-
ingful data from which estimates of the money supply could be prepared were 
rare. Such data were fi rst published in most countries only in the late nineteenth 
century. Even in the late medieval period, however, it is possible to fi nd several 
historical episodes in which the collapse of proto-banks was associated with asset 
price weakness and depressed output. See, for example, ch. I, ‘The Great Crash of 
1343–46’, in Carlo M. Cipolla, The Monetary Policy of Fourteenth-Century Florence 
(Berkeley: University of California Press, 1982), pp. 1–29. After describing the loss 
of bank deposits between 1343 and 1346, Cipolla noted (on pp. 13–14) that not 
only had the market in public debt plummeted, but ‘[m]ore telling was the col-
lapse of real estate values . . .  [P]rices of real estate in the city fell by about 50 per 
cent, and in the country property fell by about a third, and still “no buyer was to 
be found”’. One of the great achievements of Irving Fisher’s The Purchasing Power 
of Money (1911), as discussed in Chapter 1, was to assemble data on the quantity of 
money and the price level of goods and services in many countries and over sev-
eral long periods. Its ambition was remarkable, including a Figure 10 in Chapter 
XI (on ‘Statistical verifi cation: general historical review’) on prices going back to 
AD 800! ‘According to the diagram prices are now about fi ve times as high as in 
the period between 1200 and 1500 AD’ (p. 234). But Fisher could not put together 
data on asset price movements as well, not least because organised asset markets 
are a relatively recent innovation. 
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money, broadly defi ned, was fundamental in explaining cyclical 

fl uctuations in the UK economy in the closing four decades of 

the twentieth century. It has focused, in particular, on the money 

balances of fi nancial institutions and companies, because of their 

special relevance to asset price determination. 

Figure 4 (see p. 60) showed the relationship between annual 

changes in the sum of non-household M4 balances, and annual 

changes in a composite price index, using quarterly data. The 

composite price index was estimated with three components, the 

FT Industrial Ordinary Index (for share prices), the Nationwide 

house price index (for house prices) and the Hillier-Parker index 

of commercial property values (for commercial property). The 

weights were 40 per cent for both share prices and house prices, 

and 20 per cent for commercial property prices. The FT Indus-

trial Ordinary Index is available back to 1935 and the Nationwide 

house price index to 1954. The commercial property component in 

the 1960s was less satisfactory as the Hillier-Parker index started 

in 1972. For the early years it was constructed by assuming that 

it behaved in the same way as an equally weighted combination 

of share and house prices.6 An equation regressing the asset price 

index on non-household money was estimated and is reported 

below. 

Change in composite price index % = 2.97 + 0.42 

(Change in non-household money) %

6 Mr Richard Wild of the Offi ce for National Statistics helped in the preparation of 
the composite asset price index.

r squared  0.25

Standard error of equation  8.09 

Standard error for intercept term  1.02

Standard error of regression coeffi cient 0.06

t statistic for intercept term 2.92

t statistic for regression coeffi cient 7.24 

Figure 15 shows the relationship between annual changes in the 

sum of M4 balances held by fi nancial institutions and compan ies 

in real terms (where the GDP defl ator was used to make the adjust-

ment from nominal to real terms), and annual changes in private 

Figure 15 Money and demand in the UK, 1964–2002
Annual % changes in real private domestic demand and sum of real
financial and corporate money balances, quarterly data

Source: National Statistics website and author’s calculations
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domestic demand, also in real terms, and (as with Figure 4) using 

quarterly data. An equation relating the change in real demand 

to the change in real non-household money was estimated and is 

reported below. 

Change in real private domestic demand (%) = 1.74 + 0.174 

(Change in non-household money, in real terms) % 

r squared 0.32

Standard error of equation 2.99 

Standard error for intercept term 0.27

Standard error of regression coeffi cient 0.02

t statistic for intercept term 6.39

t statistic for regression coeffi cient 8.43

Note, from the regression coeffi cients in the two equations, 

that fl uctuations in non-household M4 had greater amplitude 

than those in asset prices, and that asset prices were more volatile 

than real private domestic demand. It has been necessary – in 

Figure 15 – to have two axes on different scales to capture this 

difference in volatility. 

This claim that the real balance effect is at the heart of the 

transmission mechanism from money to the real economy is 

controversial. Patinkin regarded the real balance effect as a kind 

of wealth effect. It was pointed out that, as the banking system’s 

assets and liabilities must be equal, that part of the quantity of 

money represented by banks’ deposit liabilities (so-called ‘inside 

money’, from a distinction proposed by Gurley and Shaw in their 

1960 Theory of Finance) could not represent a nation’s net wealth. 

A logical implication was that the real balance effect related only 

to ‘outside money’, often taken to be equivalent to monetary base 

assets issued by the central bank. It was then shown that, since 

the monetary base is modest compared with other elements in a 

nation’s wealth, the real balance effect is small and cannot have a 

powerful infl uence on macroeconomic outcomes.1 

The emphasis in macroeconomic theory moved away from the 

real balance effect towards ‘the Keynes effect’, to be understood 

as the effect of changes in the quantity of money on interest rates 

and so on investment. An argument can be made, however, that 

the only concept of money relevant to the real balance effect is 

an all-inclusive measure, since agents can eliminate excesses or 

defi ciencies of smaller, less-than-inclusive measures by transfers 

1 See, in particular, Thomas Mayer, ‘The empirical signifi cance of the real balance 
effect’, Quarterly Journal of Economics (vol. 73, no. 2 , 1959), pp. 275–91.

Appendix: THE REAL BALANCE EFFECT
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between money balances (i.e. they can switch between sight and 

time deposits, or between notes and sight deposits). Such ‘money 

transfers’ plainly have no effect on aggregate demand or asset 

dispositions. By implication, if the real balance effect is indeed the 

sine qua non of monetary theory, it must relate to inside money 

and cannot be exclusively a wealth effect.2 

Laidler has also used the phrase ‘the real balance effect’ to 

mean something more than just a wealth effect and claimed that, 

in the US economy for the years 1954–78, ‘the adjustment of real 

balances towards the desired long-run values has a pervasive and 

systematic infl uence on the macroeconomy’.3 

Note also that the claim that outside money, i.e. the central 

bank’s liabilities, constitutes net wealth to the private sector of the 

economy is debatable. It would obviously be invalid if the central 

bank’s assets were all claims on the private sector. But even if 

government securities were all of the central bank’s assets and 

– in accordance with Barro’s doctrine of Ricardian equivalence 

– government debt were judged not to be net wealth to the private 

sector, then

a) outside money also cannot be net wealth to the private sector; 

and

b) the private sector’s net wealth cannot be increased when the 

central bank expands its balance sheet. 

Yet virtually all macroeconomists accept that something 

2 See Tim Congdon, ‘Broad money vs. narrow money’, The Review of Policy Issues 
(Sheffi eld: Policy Research Centre, 1995), vol. 1, no. 5, pp. 13–27, for further dis-
cussion.

3 David Laidler, Money and Macroeconomics (Cheltenham: Edward Elgar, 1997), 
p. 172.

important happens when the central bank shifts the position of 

the supply curve of the monetary base and changes short-term 

interest rates. If this effect is not a net wealth effect, how does it 

change anything and why does it matter? And, if it matters so 

much even though it is not a wealth effect, why is it that changes 

in inside money do not matter at all?
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